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~lATHEMATICAL METHODS FOR THE SEIS~lIC INVERSION PROBLEM 

S.J. Wright 

1. INTRODUCTION 

The class of problems known as geophysical inversion problems 

is one in which measuremen'ts are made a'c points on or above the earth is 

surface, and mathematical techniques are used to infer something about 

the geophysical properties of the region under study from 'chese measure­

ments. One example is the problem of simultaneous earthquake hypocentre 

location and velocity structure de'cermination. The data consists of 

seismic measurements taken a't an array of recording stations on the 

surface. The "velooity structure" refers to the velocity of propagation 

of compressional shock waves through each point of the three-dimensional 

region in which the earthquakes and recording s'tations lie. 

The problem (hereafter referred to as the seismic inversion 

problem) is essentially one of fitting the data obtained from hypothetical 

veloci ty structure and eart:hquake locations, to the observed data. since 

in general it is impossible ,to completely specify ,the velocity structure 

using a finite number of parameters, we will always have an infinitely 

underdetermined problem. One approach, then, is to apply the parameter 

separation technique of Pavlis & Booker [9] to obtain a set of equations 

in which the velocity structure is the only unknown. These equations are 

used to parametrize a number of three-dimensional subvolumes (or "windows") 

within the region of interest, and to estimate the average velocity 

within each of these subvolumes. Parametrization of the unknmvn function 

which describes the velocity model is no't directly attempted. This 
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approach is tried by Chou & Booker [4] ,who base their work on the one­

dimensional analysis of Backus & Gilbert [2,3] • While the method is 

very sophisticated, 'Me are no i -_ aware of its use on practical problems, 

and we will not deal with it in this paper. 

An ali-.erna-ti ve, and more widespread, approach is to 

approxima-te the velocity structure with a model which can be described 

using a finite nu.mber of parameters. The number of available data 

is assumed large enough that -the problem is overdetermined, so tha-t 

least squares methods can be used. Various techniques for modelling 

the velocity structure are discussed in section 2.2 • 

Practical considerations make the resulting least squares 

problem very difficult to solve. Given a hypothetical set of earth­

quake locations and a hypothetical velocity s-tructure, accurate 

calculation of ·the resultant data is very time-consuming. This is 

discussed in section 2.3. Partial derivatives of the data with respect 

to locations and model parameters are also difficult to find accurately 

for mos-t models (see section 3) • The sheer size of the problem may 

restrict the accuracy wit_h which -these quantities are found, and may 

also lead to storage difficulties. 

The first least-squares formulation is due to Aki & Lee [1] 

who solved a damped linear least squares problem (i.e. just one 

iteration). Their damping matrix assumed prior knowledge of standard 

errors in the data and the unknown parameters. Their approach is 

easily generalised to a nonlinear least squares problem, as in Hawley, 

Zandt, and Smith [6J , Spencer & Gubbins [12] , and Thurber [13J 

Firbas [51 aIld Wesson [15] use nonlinear least squares to solve the 

simpler problem in which only the velocity model parameters are assumed 

unknown. 
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These authors obtain the step at each iteration ei'cher by 

solving the normal equations, by performing a decomposition of the 

cTacobian or by applying -the parameter separation technique described 

in section 4.2 We exa.rnine in particular the solution technique of 

Thurber's program HYP02 in section 4.3 • 

Section 4.4 describes the proposed application of a new 

technique for large sparse nonlinear least squares, due to Wright & 

Holt [16] to the seismic inversion problem. 
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2. CALCULATING P-WAVE TRAVEL TIMES 

201 Formulation of the Problem. 

The data used in the seismic inversion problem are obtained from 

a network of seismic recording stations in the region of interest. 

Each earth tremor or "event"" pyooduces compressional waves and shear waves 

(p- and s- waves) which are monitored at each station. In particular, 

we are interested in the first time aot 'IIlhich the p-wave from each event 

.is detected at each station o 

Since the region under consideraotion will most likely conotain 

rocks of differing types, the p-waves will be travelling through an 

inhomogeneous medium. Thus the "fastest" ray path will not generally be 

a straight line. The problem of ray tracing is in general difficult °to 

solve, and .!Quid comprise a major part of the compu.ter time in any 

reasonable solution process for the seismic inversion problem. A typical 

seot of ray paoths for a single event is shown in Fig. 1 • 

The first-arrival ~cime of the p-\,;ave from event k at sotation £ 

can be thus written as 

(2.1) 

where 

(1) (xk ' Yk ' zk) are the coordinates of event k, 

(2) tk is the time of occurrence of event k. 

(3) M denotes the p-wave velocity structure of the crustal 

region. 

Our aim in solving the inverse problem is to choose values of 

the parameters, and M , so as to minimise the sum-of-squares objective 

function 
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m 

(2.2) Z 
£=1 

where 

m is the number of stations 

n is the number of events 

o . 
t k £ 1S the observed arrival time of the 

p-wave from event k at station !/, 

2.2 Parametrizing the Velocity Structure. 

If we can completely specify our velocity model M with a finite 

number of parameters, then our problem becomes a least-squares problem. 

Many different parametrization techniques have been tr.ied. Perhaps the 

most obvious one is to split the region into a set of rectangular blocks, 

and assign a single velocity parameter to each. This is the approach 

used in Aki and Lee's [1] early attempt at the problem. 

This approach made ray ·tracing impossible, since the model must 

be at least continuously differentiable for ray tracing techniques to be 

applied. Ray paths were taken to be straight lines, a generally 

unsatisfactory approximation. 

Another approach is to consider M as a linear combination of 

standard basis functions on the whole space, e,g. 
n l n z n3 

(2.3) v(x, y, z) I I I A" k P. (xl Q. (y) Rk(Z) 
i=Oj=Ok=O 1J 1 J 

where P., Q., and R, could be (scaled) Legendre polynomials. The parameters 
1 J K 

for this model are the coefficients Aijk , This type of approach has been 

tried by Firbas [5J for the simpler problem in which the hypocentres and 

occurrence times are fixed. However, the model produced is strongly 

dependent on the choice of basis functions, and from our limited experience, 

this methryj is not to be recommended. 
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A sort of compromise approach is to choose a regular grid of 

points over the region, and let the set of parameters be the velocity 

valu.es at poin-ts of this grid. Velocities at_ other points in the region 

are found by spline interpolation. This approach is used by the seismic 

inversion FORTPJili program HYP02, which will be discussed further in 

later sections. The interpolation process involves forming three bicubic 

-splines, one each for the x - y , y - z , and x - z planes. The -tensor 

product of these three splines gives -the interpolation func-tion. This­

model has continuous second par'cial deriva'cives, allowing -the "bending" 

methods to be described in section 2.3 to be used for ray tracing. 

Finally, an approach based on prior knowledge of the region 

is to model the velocity structure by some function Ylhich has a number 

of unknown parameters. These parame-ters are 'co be determined in the 

inversion. An example is found in Spencer & Gubbins [12J where a region 

in New Zealand is modelled by an increasing-depth velocity structure 

upon which a low velocity slab is superimposed. The velocity model is 

characterized by 

(1) parameters denoting velocity outside the slab. 

(2) Strike, dip, and width of the slab 

(3) two parameters which characterize velocity within the slab. 

This method is also used by Wesson [15] who uses a l2":parameter function 

to characterize velocity in the Bear Valley area of California. 



193 

2.3 Ray Tracing. 

The ray equation for a smooth (say ~2) medium can be derived 

from first principles (see, .for example, Lee & Stewart [7]) to be 

(2.4) 

where 

~ r~(n) !!....;] = V'u 
dSL- ds-

n = (x, y, z) represents the ray and u(~) 

represents the reciprocal velocity of propogation (or "slowness") of the 

medium. If we apply the constraint 

(2 .5) (:) 2 + (*) \ (~:) 2 = 1 

then s will denote arc length along the ray. The ray tracing problem 

consists of solving (2.4) subject to the constraint (2.5) and the boundary 

value conditions 

(2.6) 

where Ps and PR denote the source and receiver coordinates, respectively, 

S denotes the total arc length of the ray - also an unknown. 

Following Pereyra, Lee, and Keller [11] , and Pereyra [10] we 

can reduce (2.4) to a first-order system with six dependent variables 

(denoted by w1, •• WS ) in the standard way. To handle the unknown S, 

we use a change of independent variable 

s 
t=s' 

and introduce the dependent variable we = S. If we introduce a further 

dependent variable W7 denoting the partial travel 
tIS tl 

time, that is 

W7 (t1) IUdS S f u dt 

o 0 

then clearly W7 = Su = weu , and W7 (1) will be the total travel time 

from Ps to PRo The system can now be written as 
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W. We Wi+1 

1 
:I. 

[- au J i 1,3,5 . 
u(n) G(~)Wi+l -1--aWi 

) 

(2.7) 

we 0 

where G(w) -I- + 

with [O~ll being the interval of integration. 

If there is a discontinuity across which the ray must travel, 

this can be dealt "lith by doubling the size of the system and applying 

Snell's law at the discontinuity to obtain extra boundary condi-tions. 

However, the Pereyra ray path solver has only been applied to smooth 

models in the context of the seismic inversion problem, and hence 

discontinui ties are no-t allowed for in current solu-tion algorithms. 

Pereyra uses an adaptive finite difference scheme to solve 

this two-point boundary value problem. However it can be seen that in 

any computation of hypothe'cica1 travel times a large number of ray pa"ths 

must be found. For practical problems, this involves substantial compu-ter 

time. It would be desirable, then, to sacrifice some accuracy in our 

computed travel times, if we could gain a one-or-two-order of magnitude 

saving in computer run time. To meet this requirement approximate ray 

tracing algorithms have been devised by Thurber & Ellsworth [14] • 

Their first algorithm, ART, (for Approximate Ray Tracing) assumes 

that the grid-and-spline velocity model is used. They constrain their 

approximate ray path to be within the vertical plane which includes Ps 

and PR, thus reducing the problem to two dimensions o They split the 

model into layers (see Fig. 2b) and assign each layer a velocity value 

according to its "average" value in a local rectangular volume. As in 

Fig, 2b, all possible ray paths appropriate to "this layered model are 



195 

considered. Each ray path is then subdivided into N segments, each of 

length ~s , and the travel time integral 

JU(S) ds 

is approximated by 

(2.8) T = L u, ~s 
, J. 
J. 

whare ui is the slowness evaluated at the midpoint of the i-th segment. 

Travel times for all possible paths are compared, and the approximate 

path is chosen to be the one giving the fastest travel time. 

The approximate path so derived can actually be used as the 

initial path for the algorithm of Pereyra. In fact, it is much better 

initial path than the usual straight-line approximation, because the 

latter is more likely to lead to convergence to a local minimum. Thurber 

& Ellsworth [14] give an example in which use of an initial path 

generated by ART produces convergence to the correct first-arrival path, 

while use of the straight line initial path produces convergence to a 

local-minimum path with substantially greater travel time. 

Thurber & Ellsworth found that the travel times produced by ART 

were accurate to within normal reading error for p-wave arrival times. 

This is enough to justify their direct use in a seismic inversion 

algorithm. Thurber & Ellsworth found that there is about a 99% saving in 

computer time over the Pereyra method. 

The second algorithm of Thurber & Ellsworth, ART 2, is based on 

the assumption that the ray path can be adequately approximated by an arc 

of a circle. A number of arcs with different radii of curvature are tried, 

and the dip of the plane containing the arcs is varied. The authors report 

that this method gave even better results than ART on their test models. 

However its appropriateness for a model with strong lateral heterogeneity 

is questionable. 
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3. THE JACOBIAN MATRIX 

3.1 Calculation of Travel Time Derivatives. 

To solve the least squares problem (2.2), we need to be able 

c to calculate derivatives of the computed arrival times t k£ with respect 

to the occurrence time, the hypocentre coordinates, and the model 

parameters. It is found that the Jacobian (matrix of· partial derivatives) 

is sparse, with a known sparsity structure. 
c 

Since t k£ can be written as 

T 
where tk is the occurrence time of event k and tk~ is the fastest travel 

time from event k to receiver ~ , then clearly 

(3.1) 1 . 

Using an argument based on calculus of variations, it can be 

shown that the partial derivatives with respect. to hypocentre coordinates 

are given by 

c dtH dx 
ax= - u ds 

c 

(3.2) 
dtk~ dy 
ay= - u ds 

c 
dtk£ dz 
--az= - u ds 

where all right-hand side quantities are evaluated at PS ' and so 

dx dy dz the direction cosines of the ray at PS• This result 
ds 

, 
ds 

, and ds are 

can also be seen intuitively. If pereyra ray tracing is used, the partial 

derivatives can be obtained directly from (3.2). However if some form 

of approximate ray tracing is used, the take-off direction of the approximate 

ray may be substantially different from that of the actual ray. 

Thurber (13) has found that it is inappropriate to use (3.2) in this case. 
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Rather, he suggests using a "variational" estimate, that is, adding a 

small displacement to each coordinate in turn, calculating the new 

travel time, and using derivative estimates of ,the form 

(3.3) 

This method requires the evaluation of three more ray paths, but remains 

practical because ART is so economical. 

(3.4) 

Velocity partial derivatives are given by the formula 

at 
da, 

] 

S 

I dU 
da, ds 

J o 
where S is the arc length along the path and a, is the j-th velocity 

J 

parameter. Since approximate integration is used, as in (2.8), this 

becomes 

(3.5) 

dU, 

dt 
da, 

J 

,,,here 1 

da, 
J 

is evaluated a:'c the midpoint of the i-th line segment. For 

models such as that of Spencer & Gubbins [12] 
dU 

f da, can be calculated 
J 

analytically and so (3.5) can be used di.rectly. For the block model, 
dU, 

for which a. gives the slowness of block j , da~ will be 1 if the midpoint 
J J 

of the i·-th line element lies in block j , and zero if it does not. Again, 

(3.5) can be used directly. 

dU 
While it would be possible to calculate da, exactly for the 

J 
grid-and-spline model of Thurber [13] it would not be practical since 

the slowness at any point is dependent on the slowness values of 32 

surrounding grid points. 
ou, 

Thurber finds that the "block" approach is best, 

that is, _l_ = 1 if node j of the grid is the oa, -
J 

midpoint of the i-th line element. Otherwise 

closest 
Clu, 

l 0 aa-:- = 
J 

node to the 

In 'cesting on 
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artificial data, he found that average error in derivatives calculated 

by this method was 13% • 

3.2 Structure of the Jacobian. 

The vector of variables is generally ordered as follows 

••• , a ) 
p 

where p is the number of velocity parameters, and the residuals are 

arranged thus 

(r ll , r 12 , ••• , rIm' r 21 , ••• , r zm ' ••• , rnm) 

o 
- tk~ (see, for example, Lee & Stewart [7] , Spencer & 

Gubbins [12] , Pavlis & Booker [9]) • 

Since 
3r 3rk~ 
k~ = __ = 0 

----;ry, 3 z . 
J J 

unless k = j , the columns of the Jacobian which correspond to hypocentre 

coordinates and occurrence times have a block diagonal structure 

(see Fig. 3) • 

The sparsity of the second part of the Jacobian will depend on 

the form of the velocity modelling. If the Spencer-Gubbins technique is 

used, then the number of parameters will be small and this part of the 

Jacobian will be dense. However, if the more general modelling techniques 

are used, p will be large, and this submatrix will be sparse. This is 

because each ray path will depend on a relatively small subset of the 

velocity parameters aI' a 2 , ••• , ape 

It can be seen immediately that it is a trivial task to perform 

a QR decomposition on the "block diagonal" part of the Jacobian. This 

fact is exploited in the solution techniques to be dis.cussed in the next 

section. 
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4. SOLVING THE INVERSE PROBLEM 

4.1 Introduction. 

It can be seen at this stage that the seismic inversion problem 

is unusual and difficult to solve. Firstly, if precise ray tracing is 

used, function evaluations are almost as expensive as Jacobian evaluations 

(a1thoug"h this is not the case ~Jhen AR'r is used). Secondly, only 

approximate derivatives are usually known. This could conceivably lead to a 

situation in which the gradient is not a descent direction, although in 

practice "this would only be likely to occur near the solution, where the 

gradient is vanishing. Thirdly, storage requirements could create 

difficulties. A "typical run would involve about 30 events and about 100 

stations, giving a problem wi"th "thousands of equations and hundreds of 

unknm"ns. 

4.2 Parameter Separation. 

The approach of parameter separation, outlined by Pavlis & 

Booker [9] , is used by Thurber [13] in the program HYP02 to solve the 

linear least squares subproblem 
2 

(4.1) min jlJy + rll 
y . 2 

which arises a'c each iteration of the Gauss-Newton solution method for 

the nonlinear problem. The usefulness of parameter separation arises 

from its taking advantage of the ease with which a QR decomposition can 

be performed on the first part of the Jacobian. 

If we write the Jacobian as 
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o 

A M 
n n 

where each Ai is m x 4 and each Mi is m x p , we can find orthogonal 

matrices U. such that 
~ 

(4.3) 

where R. is 4 x 4 upper triangular (and, we assume for simplicity, non-
~ 

singular). U. can be partitioned accordingly as 
~ 

[ (1) , (0) 

1 (4.4) u. = U. .u. 
~ ~ • ~. , 

where U. 
(1) 

is x 4 and U. 
(0) 

is x (m-4) Hence U. (0) T "annuls'" m m 
~ ~ ~ 

We can then form an (mn) x (mn) orthogonal matrix U as follows : 

(4.5) U 

o 

o 

U 
m 

II 

where II is a permutation matrix, chosen so that U satisfies 

(4.6) 

where M(O) 

(4.1) as 

(4.7) 

Rl 
R2 0 

o 'R M (1) 
n • 

. - - - ~ - -(0)· 
o • M 

[Ui (O)T Mi)i=l and similarly for M(l) • 
n 

min 
ox,oa 

~ min 
ox,oa 

: (1) 
.M ox r 

+ 

oa r 

If we rewrite 

2 
(1) 

(0) 

2 

A. 
~ 
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(1) = [U tllT )i=l (0) where r . r. , and similarly for r 
l. l. 

n 

The solution to (4.7) is found by solving the linear least 

squares problem 

(4.8) 

for oa , and then solving the upper triangular system 

fRl 0 R2 (1) _ JIll (1) oa (4.9) 

l 
ox - r 

0 
R 

n 

to obtain Ox • 

4.3 Solution Technique of HYP02. 

The program HYP02, written by Thurber, Roecker, Ellsworth, 

and Comer, is a seismic inversion program in current use at the D.S. 

Geological Survey. It uses the grid-and-spline velocity model 

discussed earlier, and the linear least squares subproblem is solved 

using parameter separation. The actual implementation of parameter 

separation in this program is not sophisticated, but geared towards 

minimising storage requirements. 

The subproblem (4.8) is solved by forming the nOL~al 

equations, 

(4.10 ) 

and taking an LLT decomposition of the coefficient matrix (L is lower 

triangular). Since by definition, 

n 
I (U~O)TM.)T(u~O)TM.) 

i=l l l l l 
(4.11) 

(0) T (0) 
M H = 

(O)T (0) b . h it is possible to "build up" the matrix M JIll Y evaluatlng t e 

. (0) 1" 1 
~\ and Ui one at a time, ra·ther ·than by formlng M exp lClt yo 
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This is what in fact occurs.Only m rows of the Jacobian are evaluated 

at a time (i.e. each Ai and Mi ) • The Ui are formed explicitly, as 

are U.TM. and u.Tr. • The R~ are stored, as are the elements of 
~ ~ ~ ~ ~ 

r(O) and r(l) so found. 

Damping is allowed for in the solution of (4.10) by adding 

a user-supplied constant to the diagonal elements of M(O)TM(O) • No 

damping is used in the solution of (4.9) for hypocentre adjustments. 

Having obtained the steps oa and ox , restrictions are 

applied to the magnitude of each component. No component of oa or 

ox is allowed to exceed a user-supplied constant, which is meant to 

be chosen so that the new point is within a region of approximate 

linearity about the old point. For the regions which he tested, Thurber 

applied upper bounds of 3 km on hypocentre coordinate movement and 

·S km/s on velocity parameter changes for each step. 

Once the step has been made, there is no check for residual 

norm decrease at the new point. It is possible that the residual 

vector norm at the new point is larger than at the old point. 

4.4 Proposed Improvements to HYP02. 

The approach of HYP02 may seem ad-hoc from a mathematical 

programming viewpoint, but we must remember that the authors wanted to 

minimise storage requirements, and to minimise the possibility of 

taking an unsuccessful step. Also, the program users would not usually 

be interested in iterating to convergence. Rather, they would take 

a fixed number of iterations and be happy if there was a substantial 

decrease in residual norm. 

However, it is proposed to apply a new implementation of a 

large sparse nonlinear least squares solver to the seismic inversion 

problem, using the framework of HYP02. This new solver, due to Wright 
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& Holt [16] uses a Levenberg-Marquardt approach, in which a linear 

subproblem of the form 

(4.12) 

whose solution is 

(4.l3) 

is considered at each iteration. In the standard Levenberg-Marquardt 

method, the exact solution (4.13) is used, and the damping parameter A 

is varied until an "acceptable" step oXA (one which produces a sufficient 

decrease in residual norm) is found. For small-and-medium-sized 

problems, the step oXA is computed by finding a decomposition of the 

coefficient matrix in (4.12) For large sparse problems, decomposi-

tion would not be practical, and so we could use either a direct 

method or an iterative method to solve the linear least squares 

problem (4.12) • 

The Inexact Levenberg-Marquardt method of Wright & Holt 

applies the iterative algorithm LSQR of Paige & Saunders [8] to 

(4.12) • However, instead of finding oXA accurately, we only solve 

the subproblem to within a certain tolerance. In other wordS, if t 

is defined by 

(4.14) 

then we accept ox as our "inexact" solution if 

(4.15) U til < n < 1 
~ JTrl -

where n is a parameter which is reset at the start of each iteration. 

Clearly if ox in (4.14) is the exact solution from (4.13) , twill 

be the zero vector. 
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It is shown (in Wright & Holt [16]) that a decrease in 

function value can be obtained at each iteration if i:he condition 

(4.15) is applied, and the damping parameter It is chosen sufficiently 

large. Further, it is proved that the sequence of itera'ces will 

converge to a stationary point of the sQyn-of-squares objective 

function. 

The foregoing resul~cs only require tha-t T1 be less than 1 

at each itera-tion. However f in -the case where -the sum-of-squares 

at the optimal point is zero, super1inear convergence can be 

obtained by ensuring -that the s,equence of values of T1 approaches 

zero. In fact, if the condition 

(4.16) 

is enforced at each step (2JTr) is -the gradien-t of -the objec-tive 
2 

function Ii r1l2) , the convergence will be quadratic. For small-residual 

problems (including,hopeful1y, the seismic inversion problem), a good 

strategy would be to apply the condition (4.16) as -the op"timal point 

is approached, in the hope of accelerating the convergence. 

The iterative method LSQR of Paige and Saunders requires 

'1' 
matrix-vec-tor products of the form Jp and J p to be calculated at each 

iteration. The larger the value of n , the fewer iteration of LSQR 

are required for the inexact solution ox to satisfy (4.14) and (4.15) 

In addition, if It is sufficiently large, these conditions can be 

satisfied after only one iteration of LSQR (ox will then be a negative 

multiple of the gradient). 

Another advantage of LSQR is that it allows (4.12) to be 

solved for a number of different values of A simultaneously, at the 

cost of very little extra computation and storage. 
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It will be necessary to store the Jacobian J explicitly, but 

this can be done economically in the seismic inversion problem, since 

from (4.2) , the first submatrix A can be stored as 

in (nm) rows and only 4 columns. In fact, only 3 

columns need be used since the first colQmn of 

of each Ai (containing the derivatives with respect 

to occurrence time) is the vector whose elements 

are alII. The other submatrix M can be stored using standard sparse-

matrix storage techniques. 

Our initial choice of the damping parameter A will be 

importan"t, because in practical terms, we are met '"ith two conflic~cing 

requirements. Firstly, if A is given too small an initial value, 

function evaluations ,~ill be wasted in raising it to an appropriate 

value. Secondly, if A is chosen too large, the first few steps will 

be too small, and may not result in a substantial decrease in the 

residual sum-of-squares. 
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Figure 1 : Typical set of ray paths for a single event 
and a set of four recording sta"tions. 

Figure 2a : ART : Velocity for 
each layer is averaged over a 
rectangular region between source 
and receiver. 

1-------
Figure 2b : ART : All ray paths 
appropriate to the layered model 
are considered. 
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M 

Figure 3: Structure of the Jacobian for standard 
ordering of equations and variables. The submatrix 
M is spar'se each of the A.' s is m x 4 and dense. 

1 
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5, CONCLUSION 

We have at-tempted to describe the cu.rren'c modelling and 

numerical techniques used for an important geophysical inversion 

problem, Insofar as our own contribution to the least squares 

minimization is concerned, this paper is clearly a progress report 0 

The new algorithm of Wrigh-t and Holt has been successfully run on 

small, synthetic problems, but no·t yet on real data, In the near 

fu·ture J ";J8 will havre <;lctual dat.'). available from the U, S. Geophysical 

Survey's seismic ne·twork in the San Francisco Bay area, by courtesy 

of Dr. Wo Lee A comparative study of the existing HYP02 and a version 

incorporating our least squares solver will ·then be undertaken. 
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