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Abstract. We classify C
∗

near-group categories by using Vaughan Jones theory of subfactors and the Cuntz

algebra endomorphisms. Our results show that there is a sharp contrast between two essentially di�erent

cases, integral and irrational cases. When the dimension of the unique non-invertible object is an integer,

we obtain a complete classi�cation list, and it turns out that such categories are always group theoretical.

When it is irrational, we obtain explicit polynomial equations whose solutions completely classify the C
∗

near-group categories in this class.
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1. Introduction

In his celebrated paper [35], Vaughan Jones introduced the notion of index for subfactors, and opened

up a totally new subject related to various �elds in mathematics and mathematical physics, such as low

dimensional topology, conformal �eld theory, quantum groups etc. The theory of subfactors is often

compared with the classical Galois theory of �eld extensions, and in fact a subfactor gives rise to tensor

categories, which play an analogous role of the Galois group. More precisely, to a subfactor N ⊂ M
of �nite index and �nite depth, we can associate two kinds of fusion categories, consisting of M −M
bimodules and N −N bimodules respectively, and two kinds of module categories of them consisting of

N −M bimodules and M −N bimodules.

Fusion categories may be considered as a generalization of the representation categories of �nite

groups, and commonly appear in the above mentioned �elds related to subfactors. Their axioms were

formulated by Etingof, Nikshych, and Ostrik [12] as follows: a fusion category over an algebraically

closed �eld k is a rigid semisimple k-linear tensor category with �nitely many simple objects and �nite

dimensional morphism spaces such that the unit object 1 is simple. Other than the representation category

of a �nite group G, a typical example of a fusion category, which may not be commutative in general, is

given by G itself. Namely, if every simple object of a fusion category C is invertible, the set of equivalence

classes of simple objects in C is identi�ed with a �nite group G obeying the fusion rules

(1.1) g ⊗ h ∼= gh, g, h ∈ G.
It is known that such fusion categories, called pointed categories, are parametrized by the third cohomology

group H3(G, k×) arising from the associativity constraint.

A near-group category, formally introduced by Siehler [50], is one step beyond the pointed categories,

and has only one non-invertible simple object. Let C be a near-group category with the group G of the

invertible simple objects, and let ρ be the unique non-invertible object in C. Then the only possible fusion

rules, apart from Eq.(1.1), are

g ⊗ ρ ∼= ρ⊗ g ∼= ρ, g ∈ G,

ρ⊗ ρ ∼=
⊕
g∈G

g ⊕
m times︷ ︸︸ ︷

ρ⊕ ρ⊕ · · · ⊕ ρ .

Thus in the level of fusion rules, the multiplicity m of ρ in ρ⊗ ρ is the only free parameter, which we

call the multiplicity parameter of C. The based ring ZG+ Zρ obeying the above relations is denoted by

K(G,m) in [47]. The classi�cation of the near-group categories having a prescribed based ring K(G,m)
is a fundamental question in the subject.

Many near-group categories appear in nature. For example, the Ising model in conformal �eld theory

is a near-group category with (G,m) = (Z2, 0), and the representation category of the symmetric group

S3 is a near-group category with (G,m) = (Z2, 1). The E6 subfactor provides a more exotic example

with (G,m) = (Z2, 2). The recent developments of the classi�cation of subfactors [36], [1] show that

quadratic categories, slight generalization of near-group categories, are rather typical (see [20]), and it is

hard to construct subfactors neither related to (quantum) groups nor quadratic categories. So far the only

known exception is the extended Haagerup subfactor constructed in [2].
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The �rst systematic classi�cation result of a class of near-group categories was obtained by Tambara-

Yamagami [52], and they completely classi�ed the near-group categories with m = 0, now called

Tambara-Yamagami categories. They showed that such categories exist if and only if G is abelian, and

obtained complete classi�cation invariants in terms of G. Another extreme case was treated by Ostrik

[46], where he showed that a near-group category with trivial G exists if and only if m = 1. The proof

requires a much more sophisticated argument than one would think at �rst sight, and it uses braiding

in a crucial way. Since then, there have been several attempts to classify various classes of near-group

categories (see [50], [10], [23], [47], [45], [16], [39]).

Fusion categories arising from subfactors form a special class, called C
∗

fusion categories, whose

morphism spaces are complex Banach spaces with ∗-structure obeying the C
∗

condition. Throughout

this note, we focus on near-group categories satisfying this condition, which we call C
∗

near-group

categories. It is known that every C
∗

fusion category is uniquely realized in the category of bimodules of

the hyper�nite II1 factor, and similarly in the category of endomorphisms End(M) of the hyper�nite type

III1 factor M (see [25], [48]). In the latter category, invertible objects are nothing but automorphisms of

M , and one can utilize well-known results on group actions on operator algebras to analyse the structure

of C
∗

near-group categories. In fact, the third cohomology class of a pointed category for a �nite group

G mentioned above can be identi�ed with the Connes obstruction of a G-kernel (see [5], [34], [51]).

Moreover, the author pointed out in [28] and [32] that C
∗

near group categories realized in End(M) can

be reconstructed from Cuntz algebra endomorphisms, which provides us a handy way to construct new

examples. The main purpose in [32] was to compute the Drinfeld centers for concrete examples of tensor

categories, and for that we deduced polynomial equations whose solutions give C
∗

near group categories

via Cuntz algebra endomorphisms. One of the purposes of this paper is to further pursue this approach,

and to classify the C
∗

near-group categories by using operator algebra techniques.

We summarize the main results of this paper now, which we prove in Section 3-6 (see Theorem 3.9

and Theorem 6.1).

Theorem 1.1. Let C be a C∗ near-group category with G, ρ, andm 6= 0 as above, and let d =
m+
√
m2+4|G|
2

be the dimension of the object ρ. Then the following hold.
If d is rational, either of the following two cases occurs:
(1) G is abelian andm = |G| − 1.
(2) G is an extra-special 2-group of order 22a+1 and m = 2a with a natural number a. For each

extra-special 2-group, there exist exactly 3 C∗ near group-categories.
If d is irrational, G is abelian andm is a multiple of |G|.

Siehler [50, Theorem 1.2] showed, under the implicit assumption of G being abelian, that if m < |G|,
the groupG is cyclic,m = |G|−1, and |G|+1 is a prime power. On the other hand, Etingof-Gelaki-Ostrik

[10, Corollary 7.4] completely classi�ed such fusion categories, and showed that there exist exactly three

categories for G = Z2, two categories for each of Z3 and Z7, and there exists a unique category for every

other cyclic group Zq−1 with a prime power q. These results hold without the C
∗

condition. The case (2)

was overlooked in [50] for the reason stated above.

The proof of the statement for the irrational case can be found in [45] (and in [16, Theorem 2(a)] with

an extra assumption). In the case of m = |G|, Evans-Gannon [16, Theorem 4] showed that the solutions

of the polynomial equations obtained in [32] completely classify the C
∗

near-group categories in this

class. Moreover, they obtained a number of new solutions and computed the Drinfeld centers of the

corresponding C
∗

near-group categories following the approach established in [31], [32]. We will deduce

the polynomial equations for the general irrational case in Section 7-8, and show that their solutions

completely classify such categories in Theorem 8.6. We will treat the special case of m = |G| in Section 9,
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and the case of m = 2|G| in Section 10. Recently an example with (G,m) = (Z3, 6) was discovered, and

the latter case also draws attention of specialists (see [19], [39], [40]). Theorem 10.19 shows that there

exist exactly two C
∗

near group categories with (G,m) = (Z3, 6), and they are complex conjugate to

each other.

This paper is an extended version of the author’s personal note written around 2008, which roughly

corresponds to the contents in Section 3-9 in the present version. Since then there have been several new

developments about near-group categories, and some results in the original note are no longer new as

already mentioned above. Nevertheless, the author believes that it is still worth publishing the old part

because it lays the foundation for the other part of this note, and it still contains new results, for example,

the case (2) in Theorem 1.1. Section 2 and Section 10-13 are newly written in 2015.

As already mentioned above, it is a folklore result that any C
∗

fusion category uniquely embeds into

End(M) for the hyper�nite type III1 factor, and the uniqueness part is based on Popa’s classi�cation

result for subfactors [48]. In Section 2, we clarify in what sense the uniqueness statement holds. The

author would like to thank Roberto Longo for pointing out the author’s vague understanding of the

statement before, and Luca Giorgetti for pointing out a �aw in Theorem 2.2 in the �rst version.

In [28], [32], we showed that a C
∗

near-group category with m = |G| gives rise to so called a

2G1 subfactor. Generalizing this observation, we show in Section 11 that there exists a one-to-one

correspondence between the C
∗

near-group categories in the irrational case and a certain class of subfactors

with speci�c principal graphs. We show that these subfactors are self-dual under a mild assumption.

Section 12 is devoted to de-equivariantization of C
∗

near group categories, which is a systematic

account inspired by Ostrik’s wonderful observation that the Haagerup category is related to a near-group

category with (G,m) = (Z3 × Z3, 9) via de-equivariantization (see Example 12.13). As a byproduct,

we �nd new C
∗

near-group categories with (G,m) = (Z2 × Z2 × Z3, 12) missing in [16, Table 2] (see

Example 12.18).

In subsection 13, we discuss equivariantization. For that purpose, we determined the structure of the

automorphism groups of C∗ near-group categories in the irrational case in subsection 13.1.

The author would like thank David Evans, Terry Gannon, Pinhas Grossman, Vaughan Jones, Zhengwei

Liu, Scott Morrison, Sebastien Palcoux, David Penneys, Victor Ostrik, and Noah Snyder for stimulating

discussions and encouragement.

2. Preliminaries

Our basic references are [11] for tensor categories, [18] for operator algebras and subfactors, and [3]

for the category of endomorphisms of von Neumann algebras. Every von Neumann algebra in this note is

assumed to have separable predual.

For a Hilbert spaceH, we denote by B(H) the set of bounded operators onH, and by U(H) the set of

unitaries onH. The identity operator ofH is denoted by IH or simply by I . For a unital C
∗
-algebra A, we

denote by U(A) the set of unitaries in A. The unit of A is denoted by IA or simply by I .

Let M be a properly in�nite factor. Then the set of unital endomorphisms End(M) forms a tensor

category with the monoidal product ρ⊗ σ of two objects ρ, σ ∈ End(M) given by the composition ρ ◦ σ,

and the morphism space from ρ to σ given by

HomEnd(M)(ρ, σ) = {T ∈M ; Tρ(x) = σ(x)T, ∀x ∈M}.

For simplicity, we denote (ρ, σ) = HomEnd(M)(ρ, σ). In this tensor category, the monoidal product T1⊗T2

of two morphisms Ti ∈ (ρi, σi), i = 1, 2, are given by

T1ρ1(T2) = σ1(T2)T1.

https://maths-proceedings.anu.edu.au/046/intro.pdf
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This is graphically expressed as

T1

T2

ρ1

��

ρ2

��

σ1�� σ2��

=

T1

T2

ρ1

��
ρ2

��

σ1�� σ2��

.

By de�nition, two objects ρ, σ are equivalent if and only if there exists a unitary U ∈ U(M) satisfying

ρ = AdU ◦ σ, where AdU is the inner automorphism of M given by AdU(x) = UxU−1
. We denote

by [ρ] the equivalence class of ρ. The self-morphism space (ρ, ρ) is nothing but the relative commutant

M ∩ ρ(M)′, and when this space consists of only scalars, we say that ρ is irreducible (or simple).

The morphism space (ρ, σ) inherits the Banach space structure from M , and the ∗-operation of M
sends (ρ, σ) to (σ, ρ), which makes End(M) a C

∗
tensor category (see [3, Section 1]). Moreover, if ρ

is irreducible, the space (ρ, σ) is a Hilbert space with an inner product given by T ∗1 T2 = 〈T1, T2〉IM
for T1, T2 ∈ (ρ, σ). Throughout the paper, we assume that any functor between C

∗
fusion categories

preserves the ∗-structure.

For ρ ∈ End(M), its dimension d(ρ) is de�ned by [M : ρ(M)]
1/2
0 , where [M : ρ(M)]0 is the minimal

index of ρ(M) in M . We denote by End0(M) the set of ρ ∈ End(M) with �nite d(ρ). The dimension

function End0(M) 3 ρ 7→ d(ρ) is additive with respect to the direct sum operation and multiplicative

with respect to the monoidal product operation. The tensor category End0(M) is rigid in the following

sense: for any ρ ∈ End0(M), there exist ρ ∈ End0(M), called the conjugate endomorphism of ρ, and

two isometries Rρ ∈ (id, ρ ◦ ρ), Rρ ∈ (id, ρ ◦ ρ) satisfying

R
∗
ρρ(Rρ) = R∗ρρ(Rρ) =

1

d(ρ)
.

If ρ is self-conjugate, either Rρ = Rρ or Rρ = −Rρ occurs. We say that ρ is real in the former case, and ρ
is pseudo-real in the latter case.

If we replace End(M) with the set of unital homomorphisms between two type III factors, the

dimension function and conjugate morphisms still make sense, and we use the same notation as above

(see [30], [3]).

Every C
∗

fusion category is realized as a category of bimodules of the hyper�nite II1 factor (see [25]),

which implies the following statement by a tensor product trick.

Theorem 2.1. Every C∗ fusion category is realized as a subcategory of End0(M) for any hyper�nite type
III factorM .

For uniqueness, we have the following statement, which is a consequence of Popa’s classi�cation

theorem for amenable subfactors. Recall that a monoidal functor from a strict fusion category C to another

strict fusion category D is a pair (F,L) consisting of a functor F : C → D and natural isomorphisms

Lρ,σ ∈ HomD(F (ρ)⊗ F (σ), F (ρ⊗ σ))

satisfying

Lρ⊗σ,τ ◦ (Lρ,σ ⊗ IF (τ)) = Lρ,σ⊗τ ◦ (IF (ρ) ⊗ Lσ,τ )
for any ρ, σ, τ ∈ C (see [11, De�nition 2.4.1]). We may and do assume F (1C) = 1D and L1C ,ρ = Lρ,1C =
IF (ρ). When C and D are C

∗
categories, we further assume that Lρ,σ is a unitary.

Theorem 2.2. LetM and P be hyper�nite type III1 factors, and let C andD be C∗ fusion categories embedded
in End(M) and End(P ) respectively. Let (F,L) be a monoidal functor from C toD that is an equivalence of

https://maths-proceedings.anu.edu.au/046/intro.pdf
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the two C∗ fusion categories C and D. Then there exists a surjective isomorphism Φ : M → P and unitaries
Uρ ∈ P for each object ρ ∈ C satisfying

F (ρ) = AdUρ ◦ Φ ◦ ρ ◦ Φ−1,

F (X) = UσΦ(X)U∗ρ , X ∈ (ρ, σ),

Lρ,σ = Uρ◦σΦ ◦ ρ ◦ Φ−1(U∗σ)U∗ρ = Uρ◦σU
∗
ρF (ρ)(U∗σ).

Before proving the statement, let us recall Popa’s classi�cation theorem in the special case of �nite

depth subfactors of the hyper�nite type III1 factor (see [48], [43]). Note that hyper�nite type III1 factors

are mutually isomorphic due to Haagerup [24]. Let N ⊂M be an inclusion of hyper�nite type III1 factors

of �nite index and �nite depth, and let l be an integer larger than the depth of the inclusion. Let

M ⊃ N = N0 ⊃ N1 ⊃ · · · ⊃ Nl

be the downward basic construction. In each step, the subfactor Nk+1 is uniquely determined up to inner

conjugacy in Nk. The standard invariant of N ⊂ M is determined by the following nested system of

�nite dimensional von Neumann algebras:

M ∩N ′ ⊂ M ∩N ′1 ⊂ · · · ⊂ M ∩N ′l
∪ ∪ ∪
C ⊂ N ∩N ′1 ⊂ · · · ⊂ N ∩N ′l

.

Popa showed that there is a continuation of the downward basic construction

Nl ⊃ Nl+1 ⊃ Nl+2 ⊃ · · ·
so that M = M st ⊗R and N = N st ⊗R hold, where

M st =
∞∨
k=0

(M ∩N ′k), N st =
∞∨
k=0

(N ∩N ′k),

and R is the relative commutant of M st
in M , which is hyper�nite of type III1. Since the core inclusion

N st ⊂M st
is completely determined by the standard invariant, it classi�es N ⊂M .

Now we recall the precise statement we need in the proof of Theorem 2.2. Assume that Q ⊂ P is

another inclusion of hyper�nite type III1 factors with the same standard invariant as that of N ⊂M . Let

P ⊃ Q ⊃ Q1 ⊃ · · · ⊃ Ql

be an arbitrary downward basic construction up to l step. Popa’s theorem implies that if Φ is an

isomorphism from M ∩N ′l onto P ∩Q′l with Φ(M ∩N ′k) = P ∩Q′k and Φ(N ∩N ′k) = Q ∩Q′k for any

1 ≤ k ≤ l, it extends to an isomorphism from M onto P mapping N onto Q.

Proof of Theorem 2.2. In the following arguments, whenever we apply the functor F to morphisms, we

need a special care because the same operator may belong to di�erent morphism spaces. For example,

an operator X ∈ (ρ, σ) at the same time belongs to (ρ ◦ µ, σ ◦ µ) as it is identi�ed with X ⊗ Iµ. On the

other hand, we have

F (X ⊗ Iµ) = Lσ,µ ◦ (F (X)⊗ IF (µ)) ◦ L−1
ρ,µ.

Let Irr(C) be a complete system of representatives of the set of equivalence classes of irreducible

endomorphisms in C. We may assume id ∈ Irr(C), and F (id) = id. We choose an object

γ =
⊕

ξ∈Irr(C)

ξ ∈ C.

https://maths-proceedings.anu.edu.au/046/intro.pdf
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Then γ(M) ⊂M is a �nite depth subfactor. Since γ is self-conjugate,

M ⊃ γ(M) ⊃ γ2(M) ⊃ γ3(M)

is a downward basic construction, and the standard invariant of the inclusion γ(M) ⊂M is determined

by

(γ, γ) ⊂ (γ2, γ2) ⊂ (γ3, γ3)
∪ ∪ ∪
C ⊂ γ((γ, γ)) ⊂ γ((γ2, γ2))

.

In the tensor category language, this is expressed as

EndC(γ)⊗ Iγ ⊗ Iγ ⊂ EndC(γ ⊗ γ)⊗ Iγ ⊂ EndC(γ ⊗ γ ⊗ γ)
∪ ∪ ∪

CIγ ⊗ Iγ ⊗ Iγ ⊂ Iγ ⊗ EndC(γ)⊗ Iγ ⊂ Iγ ⊗ EndC(γ ⊗ γ)
.

Let

Lγ,γ,γ := Lγ2,γLγ,γ = Lγ,γ2F (γ)(Lγ,γ),

or in the tensor category language,

Lγ,γ,γ = Lγ⊗γ,γ ◦ (Lγ,γ ⊗ IF (γ)) = Lγ,γ⊗γ ◦ (IF (γ) ⊗ Lγ,γ).
Then we have AdLγ,γ,γ ◦ F (γ)3 = F (γ3), and AdL∗γ,γ,γ induces an isomorphism from (F (γ3), F (γ3))

onto (F (γ)3, F (γ)3). We denote by Φ0 the composition of F restricted to (γ3, γ3) and AdL∗γ,γ,γ , which

is an isomorphism from (γ3, γ3) onto (F (γ)3, F (γ)3). We claim that Φ0 induces an isomorphism of the

standard invariants of γ(M) ⊂M and F (γ)(P ) ⊂ P . Indeed, for Y ∈ (γ2, γ2), we have

Φ0(Y ⊗ Iγ) = (L∗γ,γ ⊗ IF (γ))L
∗
γ⊗γ,γF (Y ⊗ Iγ)Lγ⊗γ,γ(Lγ,γ ⊗ IF (γ))

= L∗γ,γF (Y )Lγ,γ ⊗ IF (γ),

Φ0(Iγ ⊗ Y ) = (IF (γ) ⊗ L∗γ,γ)L∗γ,γ⊗γF (Iγ ⊗ Y )Lγ,γ⊗γ(IF (γ) ⊗ Lγ,γ)
= IF (γ) ⊗ L∗γ,γF (Y )Lγ,γ.

In the same way, for X ∈ EndC(γ), we have

Φ0(X ⊗ Iγ ⊗ Iγ) = F (X)⊗ IF (γ) ⊗ IF (γ),

Φ0(Iγ ⊗X ⊗ Iγ) = IF (γ) ⊗ F (X)⊗ IF (γ),

Φ0(Iγ ⊗ Iγ ⊗X) = IF (γ) ⊗ IF (γ) ⊗ F (X),

which shows the claim. Thus Φ0 extends to an isomorphism Φ from M onto P satisfying Φ(γ(M)) =
F (γ)(P ).

By construction and the above computation, we have Φ(Y ) = L∗γ,γF (Y )Lγ,γ and Φ(γ(Y )) =

F (γ)(Φ(Y )) for Y ∈ (γ2, γ2), and we have Φ(X) = F (X) and Φ(γ(X)) = F (γ)(Φ(X)) for X ∈ (γ, γ).

We choose an isometry Vξ ∈ (ξ, γ) for each ξ ∈ Irr(C). Then we have

γ(x) =
∑

ξ∈Irr(C)

Vξξ(x)V ∗ξ ,

Since VξV
∗
ξ ∈ (γ, γ), we get

Φ(VξV
∗
ξ ) = F (VξV

∗
ξ ) = F (Vξ)F (Vξ)

∗,

and Φ(Vξ) andF (Vξ) are isometries with the same range projection. Thus there exists a unitaryWξ ∈ U(P )
for each ξ ∈ Irr(C) satisfying Φ(Vξ) = F (Vξ)Wξ .

https://maths-proceedings.anu.edu.au/046/intro.pdf
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Since Φ(γ(M)) = F (γ)(P ), there exists an isomorphismϕ fromM ontoP satisfying Φ◦γ = F (γ)◦ϕ.

On one hand,

F (γ) ◦ ϕ(x) =
∑

ξ∈Irr(C)

F (Vξ)F (ξ)(ϕ(x))F (Vξ)
∗,

and on the other hand,

Φ ◦ γ(x) =
∑

ξ∈Irr(C)

Φ(Vξ)Φ ◦ ξ(x)Φ(Vξ)
∗ =

∑
ξ∈Irr(C)

F (Vξ)WξΦ ◦ ξ(x)W ∗
ξ F (Vξ)

∗.

This implies F (ξ) ◦ ϕ = AdWξ ◦ Φ ◦ ξ, and in particular ϕ = AdWid ◦ Φ in the case with ξ = id. Thus

we obtain F (ξ) = AdUξ ◦ Φ ◦ ξ ◦ Φ−1
with

Uξ = WξΦ ◦ ξ ◦ Φ−1(W ∗
id) = F (ξ)(W ∗

id)Wξ.

Let Z ∈ (γ, γ2). Then Y1 = ZV ∗id belongs to (γ2, γ2), and F (Y1) = Lγ,γΦ(Y1)L∗γ,γ . Since Y1 should

be interpreted as Z ◦ (V ∗id ⊗ Iγ), the left-hand side is F (Z)F (Vid)∗L∗γ,γ . Thus we get

F (Z) = Lγ,γΦ(Z)Φ(Vid)∗F (Vid) = Lγ,γΦ(Z)W ∗
id.

On the other hand, the operator Y2 = Zγ(V ∗id) belongs to (γ2, γ2), and we have F (Y2) = Lγ,γΦ(Y2)L∗γ,γ .

Since Y2 should be interpreted as Z ◦ (Iγ ⊗ V ∗id), the left hand side is F (Z)F (γ)(Vid)∗L∗γ,γ , and we get

F (Z) = Lγ,γΦ(Z)Φ(γ(Vid)∗)F (γ(Vid))

= Lγ,γΦ(Z)F (γ)(WidΦ(Vid)∗W ∗
id)F (γ)(F (Vid))

= Lγ,γΦ(Z)F (γ)(F (Vid)∗W ∗
idF (Vid)),

and

Φ(Z)F (γ)(F (Vid)∗W ∗
idF (Vid)) = Φ(Z)W ∗

id.

Setting Z = Vid and multiplying the both sides by Φ(Vid)∗ from left, we get

F (γ)(F (Vid)∗WidF (Vid)) = Wid,

which implies

(2.1) F (Vη)
∗WidF (Vη) = F (η)(F (Vid)∗WidF (Vid)).

Let ξ, η, ζ ∈ Irr(C), and let X ∈ (ζ, ξ ◦ η). Since Φ(X) ∈ (Φ ◦ ζ ◦Φ−1,Φ ◦ ξ ◦ η ◦Φ−1), Φ ◦ ζ ◦Φ−1 =
AdU∗ζ ◦ F (ζ) and

Φ ◦ ξ ◦ η ◦ Φ−1 = Ad(U(ξ)∗F (ξ)(U(η))∗) ◦ F (ξ) ◦ F (η),

we have

F (ξ)(Uη)UξΦ(X)U∗ζ = UξΦ ◦ ξ ◦ Φ−1(Uη)Φ(X)U∗ζ ∈ (F (ζ), F (ξ) ◦ F (η)).

We claim that this coincides with L∗ξ,ηF (X). Indeed, since Z = γ(Vη)VξXV
∗
ζ ∈ (γ, γ2), we have

F (Z) = Lγ,γΦ(Z)F (γ)(F (Vid)∗W ∗
idF (Vid)). SinceZ should be understood as (Iγ⊗Vη)◦(Vξ⊗Iη)◦X◦V ∗ζ ,

the left-hand side is

(Lγ,γF (γ)(F (Vη))L
∗
γ,η)(Lγ,ηF (Vξ)L

∗
ξ,η)F (X)F (Vζ)

∗

= Lγ,γF (γ)(F (Vη))F (Vξ)L
∗
ξ,ηF (X)F (Vζ)

∗.
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The right-hand side is

Lγ,γΦ(γ(Vη))Φ(Vξ)Φ(X)Φ(Vζ)
∗F (γ)(F (Vid)∗W ∗

idF (Vid))

= Lγ,γF (γ)(WidΦ(Vη)W
∗
id)F (Vξ)WξΦ(X)W ∗

ζ F (Vζ)
∗F (γ)(F (Vid)∗W ∗

idF (Vid))

= Lγ,γF (γ)(WidF (Vη)WηW
∗
id)F (Vξ)WξΦ(X)W ∗

ζ F (Vζ)
∗F (γ)(F (Vid)∗W ∗

idF (Vid))

Thus

L∗ξ,ηF (X)

= F (ξ)(F (Vη)
∗WidF (Vη)WηW

∗
id)WξΦ(X)W ∗

ζ F (ζ)(F (Vid)∗W ∗
idF (Vid))

= F (ξ)(F (η)(F (Vid)∗WidF (Vid))WηW
∗
id)WξΦ(X)W ∗

ζ F (ζ)(F (Vid)∗W ∗
idF (Vid))

= F (ξ) ◦ F (η)(F (Vid)∗WidF (Vid)Wid)F (ξ)(Uη)UξΦ(X)U∗ζ

× F (ζ)(W ∗
idF (Vid)∗W ∗

idF (Vid))

= F (ξ)(Uη)UξΦ(X)U∗ζ ,

where we used Eq.(2.1), and F (ξ)(Uη)UξΦ(X)U∗ζ ∈ (F (ζ), F (ξ) ◦F (η)). This shows that the claim holds.

For any object ρ ∈ C, we choose an orthonormal basis {V (ξ, ρ)i}dim(ξ,ρ)
i=1 of (ξ, ρ) and de�ne a unitary

Uρ ∈ U(P ) by

Uρ =
∑
ξ,i

F (V (ξ, ρ)i)UξΦ(V (ξ, ρ)i)
∗.

Then it does not depend on the choice of the orthonormal basis, and coincides with the previous de�nition

if ρ ∈ Irr(C). It is straightforward to show

F (ρ) = AdUρ ◦ Φ ◦ ρ ◦ Φ−1.

Let ρ, σ ∈ C, and let X ∈ (ρ, σ). For ξ, η ∈ Irr(C), we have V (ξ, σ)∗iXV (η, ρ)j ∈ (η, ξ), which

vanishes if ξ 6= η. Since ξ is irreducible, the restriction of Φ on (ξ, ξ) = CIρ coincides with that of F on

(ξ, ξ), and

F (V (ξ, σ)i)
∗F (X)F (V (η, ρ)j) = δξ,ηΦ(V (ξ, σ)∗i )Φ(X)Φ(V (η, ρ)j).

Thus

F (X) =
∑

ξ,η∈Irr(C)

∑
i,j

F (V (ξ, σ)i)F (V (ξ, σ)i)
∗F (X)F (V (η, ρ)j)F (V (η, ρ)j)

∗

=
∑

ξ∈Irr(C)

∑
i,j

F (V (ξ, σ)i)Φ(V (ξ, σ)∗i )Φ(X)Φ(V (ξ, ρ)j)F (V (ξ, ρ)j)

=
∑

ξ∈Irr(C)

∑
i,j

F (V (ξ, σ)i)UξΦ(V (ξ, σ)∗i )Φ(X)Φ(V (ξ, ρ)j)U
∗
ξF (V (ξ, ρ)j)

= UσΦ(X)U∗ρ .

Let ζ ∈ Irr(C). Then {V (ξ, ρ)iξ(V (η, σ)j)V (ζ, ξ ◦ η)k}ξ,η,i,j,k is an orthonormal basis of (ζ, ρ ◦ σ),
and we have

Uρ◦σ =
∑

ξ,η,ζ∈Irr(C)

∑
i,j,k

F (V (ξ, ρ)iξ(V (η, σ)j)V (ζ, ξ ◦ η)k)

× UζΦ(V (ζ, ξ ◦ η)∗kξ(V (η, σ)j)
∗V (ξ, ρ)∗i ).
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Here V (ξ, ρ)iξ(V (η, σ)j)V (ζ, ξ ◦ η)k should be interpreted as

(V (ξ, ρ)i ⊗ Iσ) ◦ (Iξ ⊗ V (η, σ)j) ◦ V (ζ, ξ ◦ η)k,

and we have

F (V (ξ, ρ)iξ(V (η, σ)j)V (ζ, ξ ◦ η)k)

= (Lρ,σF (V (ξ, ρ)i)L
∗
ξ,σ)(Lξ,σF (ξ)(F (V (η, σ)j))L

∗
ξ,η)F (V (ζ, ξ ◦ η)k)

= Lρ,σF (V (ξ, ρ)i)F (ξ)(F (V (η, σ)j))L
∗
ξ,ηF (V (ζ, ξ ◦ η)k).

Note that we have already seen

L∗ξ,ηF (V (ζ, ξ ◦ η)k) = F (ξ)(Uη)UξΦ(V (ζ, ξ ◦ η)k)U
∗
ζ .

Thus

Uρ◦σ

= Lρ,σ
∑

ξ,η,ζ∈Irr(C)

∑
i,j,k

F (V (ξ, ρ)i)F (ξ)(F (V (η, σ)j))F (ξ)(Uη)UξΦ(V (ζ, ξ ◦ η)k)U
∗
ζ

× UζΦ(V (ζ, ξ ◦ η)k)
∗U∗ξF (ξ)(Φ(V (η, σ)j))

∗UξΦ(V (ξ, ρ)∗i )

= Lρ,σ
∑

ξ,η∈Irr(C)

∑
i,j

F (V (ξ, ρ)i)F (ξ)(F (V (η, σ)j)UηΦ(V (η, σ)j)
∗)UξΦ(V (ξ, ρ)∗i )

= Lρ,σ
∑

ξ∈Irr(C)

∑
i

F (ρ)(Uσ)F (V (ξ, ρ)i)UξΦ(V (ξ, ρ)∗i )

= Lρ,σF (ρ)(Uσ)Uρ.

This �nishes the proof. �

Applying the above theorem to the case with M = P and C = D, we obtain the following statement.

Corollary 2.3. LetM be a hyper�nite type III1 factor, let C ⊂ End0(M) be a C∗ fusion category. Then up
to a natural isomorphism, every automorphism of C is induced by an automorphism Φ ofM in the following
sense: it is given by ρ 7→ Φ ◦ ρ ◦ Φ−1 for an object ρ and by X 7→ Φ(X) for a morphism X .

One of the main tools in this note is the Cuntz algebra On, and we summarize the main feature of it

here. Let n be an integer larger than 1. The Cuntz algebra On is the universal C
∗
-algebra with generators

{Si}ni=1 and relations

S∗i Sj = δi,jI,

n∑
i=1

SiS
∗
i = I.

The most peculiar property of the Cuntz algebra is that it is at the same time universal and simple (see

[6]). Therefore if {Ti}ni=1 are noncommutative polynomials of the generators obeying the same relation

as the de�ning relation, then there exists a unique endomorphism σ ∈ End(On) satisfying σ(Si) = Ti.
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3. Basic ingredients

Let G be a �nite group of order n. We would like to classify a C
∗

near group category C with group

G and the multiplicity parameter m. Throughout this note, we assume that G is not trivial and m 6= 0
because the two cases are completely understood as we mentioned in Introduction. In this section, we

deduce basic ingredients to determine the structure of such C.

Thanks to Theorem 2.1 and Theorem 2.2, we may assume that C is a subcategory of End(M) whereM
is the hyper�nite type III1 factor, and C is generated by a single irreducible endomorphism ρ ∈ End0(M)
satisfying the following fusion rules:

[ρ]2 =
⊕
g∈G

[αg]⊕m[ρ],

[αg][αh] = [αgh],

[αg][ρ] = [ρ][αg] = [ρ],

where the map α : G → Aut(M) induces an injective homomorphism from G into Out(M). Since

[αg][ρ] = [ρ], we can arrange α so that αg ◦ ρ = ρ holds for all g ∈ G. Then we have αg ◦ αh = αgh, that

is, the map α is an action of G on M , and in particular, the pointed subcategory generated by αG has

trivial third cohomology. Indeed, from the fusion rules, there exists a unitary U(g, h) ∈ M satisfying

αg ◦ αh = AdU(g, h) ◦ αgh. On the other hand, we have

ρ = αg ◦ αh ◦ ρ = AdU(g, h) ◦ αgh ◦ ρ = AdU(g, h) ◦ ρ.
Since ρ is irreducible, the unitary U(g, h) is a scalar, and we get the claim.

We set

d = d(ρ) =
m+

√
m2 + 4n

2
,

which is the dimension of ρ satisfying d2 = n+md. Throughout this note, we keep using the symbols G,

m, n, d in this sense.

We �x an isometry Se ∈ (id, ρ2). Since ρ is self-conjugate, we have

(3.1) S∗eρ(Se) =
ε

d
, ε ∈ {1,−1}.

When ε = 1 (resp. ε = −1), we say that ρ is a real (resp. pseudo-real) sector. Graphically, we have

√
dSe =

ρ��
,

ε
√
dS∗e =

ρOO

.

We set Sg = αg(Se). Then (αg, ρ
2) = CSg. Let K = (ρ, ρ2), and let {Ti}mi=1 be an orthonormal basis

of K. Then {Sg}g∈G ∪ {Ti}mi=1 satis�es the Cuntz algebra On+m relation, and in particular,

(3.2)

∑
g∈G

SgS
∗
g +

m∑
i=1

TiT
∗
i = I.

We set P =
∑

g∈G SgS
∗
g and Q =

∑m
i=1 TiT

∗
i , which are projections.

Let KsK∗t be the linear span of {Ti1Ti2 · · ·TisT ∗jtT
∗
jt−1
· · ·T ∗j1}. We identify Ks with K⊗s via the

identi�cation of Ti1Ti2 · · ·Tis with Ti1 ⊗ Ti2 ⊗ · · · ⊗ Tis . We identify KsK∗t with B(Kt,Ks) by left
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multiplication, and K2K2∗
with B(K) ⊗ B(K). For example, we denote Ti1T

∗
j1
⊗ Ti2T ∗j2 = Ti1Ti2T

∗
j2
T ∗j1 .

We abuse this notation and denote TiT
∗
j ⊗ x = TixT

∗
j for any x ∈ On+m. With this notation, we have

(3.3) (ρ2, ρ2) =
⊕
g∈G

CSgS∗g ⊕ B(K).

Since (ρ, ρ ◦ αg) ⊂ (ρ2, ρ2), we can choose a (a priori projective) unitary representation {U(g)}g∈G
in (ρ2, ρ2) such that (ρ, ρ ◦ αg) = CU(g). Since U(g)Se ∈ (id, ρ2), we can normalize U(g) so that

U(g)Se = Se holds. Then {U(g)} is a genuine representation of the form

(3.4) U(g) =
∑
h∈G

χh(g)ShS
∗
h + UK(g),

where χh ∈ Hom(G,T) and {UK(g)}g∈G is a unitary representation of G in B(K). Since αg ◦ ρ = ρ, we

have αg(K) = K, and there exists a unitary representation {V (g)}g∈G in B(K) such that αg(T ) = V (g)T
for all T ∈ K and g ∈ G.

For T ∈ K, we set

(3.5) j1(T ) =
√
dT ∗ρ(Se) ∈ K,

(3.6) j2(T ) =
√
dρ(T )∗Se ∈ K.

Then the Frobenius reciprocity ([30]) implies

Lemma 3.1. The maps j1 and j2 are anti-linear isometries of K satisfying

(3.7) j2
1 = j2

2 = ε,

(3.8) V (g)j1 = j1V (g), g ∈ G,

(3.9) UK(g)j2 = j2V (g), g ∈ G.
In particular, the two unitary representations UK and V are unitarily equivalent with an intertwining unitary
j2 ◦ j−1

1 .

Remark 3.2. For those readers who would like to reproduce our arguments in this paper without assuming

the C
∗

condition on near-group categories, we brie�y give graphical expressions of the intertwiners

appearing so far. Let C be a pivotal near-group category whose simple objects are G ∪ {ρ}. We assume

that C is strict. We �rst choose and �x a non-zero homomorphism Se ∈ Hom(id, ρ⊗ρ) and isomorphisms

fg ∈ Hom(g ⊗ ρ, ρ) for g ∈ G. Then there exist unique isomorphisms mg,h ∈ Hom(g ⊗ h, gh) for

g, h ∈ G to make the following diagrams commutative:

g ⊗ h⊗ ρ Ig⊗fh−−−→ g ⊗ ρ

mg,h⊗Iρ
y yfg

gh⊗ ρ −−−→
fgh

ρ

.

With this family {mg,h}g,h∈G, we can show that the following diagrams are commutative,

g ⊗ h⊗ k
Ig⊗mh,k−−−−−→ g ⊗ gh

mg,h⊗Ik
y ymg,hk

gh⊗ k −−−→
mgh,k

ghk

,

https://maths-proceedings.anu.edu.au/046/intro.pdf


2014 Maui and 2015 Qinhuangdao conferences

in honour of Vaughan F. R. Jones’ 60th birthday

Volume 46 of the Proceedings of the Centre for Mathematics and its Applications

Page 234

and in consequence, we can see that the group part has trivial third cohomology.

The homomorphism Sg ∈ Hom(g, ρ⊗ ρ) is given by

Sg = (fg ⊗ Iρ) ◦ (Ig ⊗ Se) = fg

Se

g

��

ρ��

ρ zz

ρ��

.

We choose S∗e ∈ Hom(ρ⊗ ρ, id) satisfying S∗e ◦ Se = 1, and set

S∗g = (Ig ⊗ S∗e ) ◦ (f−1
g ⊗ Iρ) ∈ Hom(ρ⊗ ρ, g).

Then we have S∗g ◦ Sg = Ig.
Setting

V (g) : Hom(ρ, ρ⊗ ρ) 3 T 7→ (fg ⊗ Iρ) ◦ (Ig ⊗ T ) ◦ f−1
g = T

f−1
g

fg

ρ
��

ρ

��

g

��
ρ
��

ρ �� ρ��

∈ Hom(ρ, ρ⊗ ρ),

we get a representation {V (g)}g∈G of G on Hom(ρ, ρ⊗ ρ).

The homomorphism U(g) ∈ Hom(ρ, ρ⊗ g) is determined by the normalization condition

Se = (Iρ ⊗ fg) ◦ (U(g)⊗ Iρ) ◦ Se = U(g)

fg

Se

ρ ��

g
$$

ρ
��

ρ

��

ρ��

.

Then they satisfy the following relation

(Iρ ⊗mg,h) ◦ (U(g)⊗ Ih) ◦ U(h) = U(gh),

U(h)

U(g)

mg,h

ρ��

ρ ��

h��

ρ��

g $$

gh��

= U(gh)

ρ

��

ρ�� gh��

.
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Using this, we can see that

G 3 g 7→ (Iρ ⊗ fg) ◦ (U(g)⊗ Iρ) =

U(g)

fg

ρ
��

ρ ��

g

��

ρ

��

ρ��

∈ Hom(ρ⊗ ρ, ρ⊗ ρ)

gives a representation of G. It is easy to show

(1⊗ S∗e ) ◦ (Iρ ⊗ fg ⊗ Iρ) ◦ (U(g)⊗ Iρ ⊗ Iρ) ◦ (Iρ ⊗ Se) = δg,eIρ,

U(g)

fg

Se

S∗e

ρ

��

ρ ��

g

��

ρ

		

ρ ##

ρ

��

= δg,e

ρ��

,

which is essentially the right categorical trace of (1 ⊗ fg) ◦ (U(g) ⊗ Iρ). Choosing a basis {Ti}mi=1 of

Hom(ρ, ρ⊗ ρ) and a basis {T ∗i }mi=1 of Hom(ρ⊗ ρ, ρ) satisfying T ∗i ◦ Tj = δi,jIρ, we have

Iρ⊗ρ =
∑
g∈G

Sg ◦ S∗g +
m∑
i=1

Ti ◦ T ∗i .

Although neither j1 nor j2 can be de�ned without C
∗

condition, they can be replaced by linear maps from

Hom(ρ⊗ ρ, ρ) to Hom(ρ, ρ⊗ ρ) given by the Frobenius reciprocity.

We get back to our original situation with a C
∗

near-group category C realized inside End(M).

Lemma 3.3. For any g ∈ G, we have

(3.10) ρ(Se) =
ε

d

∑
h∈G

Sh +
1√
d

m∑
i=1

Tij1(Ti),

(3.11) ρ(Sg) = U(g)ρ(Se)U(g)∗.

Proof. The second statement follows from AdU(g) ◦ ρ = ρ ◦ αg and Sg = αg(Se), From Eq.(3.2), we

obtain

ρ(Se) =
∑
h∈G

ShS
∗
hρ(Se) +

m∑
i=1

TiT
∗
i ρ(Se) =

∑
h∈G

αh(SeS
∗
eρ(Se)) +

1√
d

m∑
i=1

Tij1(Ti)

=
ε

d

∑
h∈G

αh(Se) +
1√
d

m∑
i=1

Tij1(Ti) =
ε

d

∑
h∈G

Sh +
1√
d

m∑
i=1

Tij1(Ti).

�
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Lemma 3.4. There exists a unique linear map l : K → K2K∗ such that for any T ∈ K

(3.12) ρ(T ) =
1√
d

∑
h∈G

Shαh(j2(T )∗) +
∑
h∈G

αh(j2 ◦ j−1
1 (T ))ShS

∗
h + l(T ).

The maps j1, j2 and l satisfy the following for all T, T ′ ∈ K:

(3.13) αg(l(T )) = l(T ), g ∈ G,

(3.14)

ε

d

∑
g∈G

j2(T )∗V (g)∗ +
m∑
i=1

j1(Ti)
∗T ∗i l(T ) = 0,

(3.15)

1

d

∑
h∈G

V (h)j2(T ′)j2(T )∗V (h)∗ + l(T ′)∗l(T ) = 〈T, T ′〉
m∑
i=1

TiT
∗
i ,

(3.16) l(j1(T )) =
m∑

i,j=1

l(T )∗TiTjj1(Tj)T
∗
i ,

(3.17) l(j2(T )) =
m∑
i=1

Til(T )∗j1(Ti),

(3.18) (j2 ◦ j1)3 = I.

Proof. To show that ρ is of the above form, we determine Pρ(T ) and Qρ(T ) separately. For Pρ(T ), we

have

Pρ(T ) =
∑
h∈G

ShS
∗
hρ(T ) =

∑
h∈G

Shαh(S
∗
eρ(T )) =

1√
d

∑
h∈G

Shαh(j2(T )∗)

=
1√
d

∑
h∈G

Shj2(T )∗V (h)∗.

Since K∗ρ(K) ⊂ (ρ2, ρ2), there exist linear maps lh : K → K for h ∈ G and l : K → K2K∗ such that

Qρ(T ) =
∑
h∈G

lh(T )ShS
∗
h + l(T ).

Since αg ◦ ρ = ρ, we obtain lh(T ) = αh(le(T )) and αg(l(T )) = l(T ).
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We compute ρ(j1(T )) by using the de�nition of j1:

ρ(j1(T )) =
√
dρ(T ∗ρ(Se)) =

√
dρ(T )∗

∑
h∈G

ShShS
∗
h +
√
dρ(T )∗

m∑
i=1

Tiρ(Se)T
∗
i

=
√
d
∑
h∈G

αh(ρ(T )∗Se)ShS
∗
h +
√
d

m∑
i=1

∑
h∈G

〈Ti, V (h)le(T )〉ShS∗hρ(Se)T
∗
i

+
√
d

m∑
i=1

l(T )∗Tiρ(Se)T
∗
i

=
∑
h∈G

αh(j2(T ))ShS
∗
h +

ε√
d

∑
h∈G

Shle(T )∗V (h)∗

+
m∑

i,j=1

l(T )∗TiTjj1(Tj)T
∗
i .

This shows le = j2 ◦ j−1
1 and Eq.(3.16).

We compute ρ(j2(T )) by using the de�nition of j2:

ρ(j2(T )) =
√
dρ(ρ(T )∗Se) =

ε√
d

∑
h∈G

ρ2(T ∗)Sh +
m∑
i=1

ρ2(T ∗)Tij1(Ti)

=
ε√
d

∑
h∈G

Shαh(T
∗) +

m∑
i=1

Tiρ(T )∗j1(Ti)

=
ε√
d

∑
h∈G

Shαh(T
∗) +

m∑
i=1

∑
h∈G

〈j1(Ti), V (h)j2 ◦ j−1
1 (T )〉TiShS∗h

+
m∑
i=1

Til(T )∗j1(Ti)

=
ε√
d

∑
h∈G

Shαh(T
∗) +

∑
h∈G

V (h)j−1
1 ◦ j2 ◦ j−1

1 (T )ShS
∗
h

+
m∑
i=1

Til(T )∗j1(Ti).

This implies Eq.(3.17), and j2 ◦ j−1
1 ◦ j2 = j−1

1 ◦ j2 ◦ j−1
1 , which shows Eq.(3.18).

Eq.(3.14) and (3.15) follow from ρ(Se)
∗ρ(T ) = 0 and ρ(T ′)∗ρ(T ) = 〈T, T ′〉I . �

Remark 3.5. Let l
(1)
ij , l

(2)
ij ∈ B(K) be linear maps de�ned by l(T ) =

∑m
i,j=1 l

(1)
ij (T )TiT

∗
j and l(T ) =∑m

i,j=1 Til
(2)
ij (T )T ∗j respectively. Then Eq.(3.16) and Eq.(3.17) are equivalent to l

(1)
ij (j2(T )) = j−1

1 (l
(1)
ji (T ))

and l
(2)
ij (j1(T )) = j1(l

(2)
ji (T )) respectively.

Remark 3.6. The above lemma shows that every morphism between objects generated by ρ and αg are

noncommutative polynomials of the Cuntz algebra generators {Sg}g∈G ∪ {Ti}mi=1 and their adjoints,

and the structure of C, or more precisely the 6j symbols of C, are completely determined by the tuple

(K, j1, j2, V, UK, χ, l). To obtain this tuple from C, we made the following choices:

(1) the representative ρ from the class [ρ],
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(2) the parametrization of the group {[αg]}g∈G,

(3) the choice of Se from TSe.
A di�erent choice in (1) only ends up with a unitarily equivalent tuple in an appropriate sense, and that in

(2) allows us to insert an group automorphism of G in the variables of V, UK , χ. Replacing Se with ωSe
results in replacing j1 and j2 with ωj1 and ωj2 respectively, which is a special case of unitary equivalence.

In terms of U(g), V (g), and l, the relation ρ(αg(T )) = U(g)ρ(T )U(g)∗ is expressed as follows:

Lemma 3.7. Let the notation be as above. Then

(3.19) UK(g)V (h) = χh(g)V (h)UK(g),

(3.20) l(V (g)T ) = U(g)l(T )U(g)∗, g ∈ G, T ∈ K.

Proof. We compute ρ(αg(T )) �rst:

ρ(αg(T )) =
1√
d

∑
h∈G

Shj2(V (g)T )∗V (h)∗ +
∑
h∈G

V (h)j2 ◦ j−1
1 (V (g)T )ShS

∗
h

+ l(V (g)T )

=
1√
d

∑
h∈G

Shj2(T )∗UK(g)∗V (h)∗ +
∑
h∈G

V (h)UK(g)j2 ◦ j−1
1 (T )ShS

∗
h

+ l(V (g)T ).

On the other hand,

U(g)ρ(T )U(g)∗ =
1√
d

∑
h∈G

U(g)Shj2(T )∗V (h)∗UK(g)∗

+
∑
h∈G

UK(g)V (h)j2 ◦ j−1
1 (T )ShS

∗
hU(g)∗ + UK(g)l(T )UK(g)∗

=
1√
d

∑
h∈G

χh(g)Shj2(T )∗V (h)∗UK(g)∗

+
∑
h∈G

χh(g)UK(g)V (h)j2 ◦ j−1
1 (T )ShS

∗
h + UK(g)l(T )UK(g)∗,

which shows the statement. �

Corollary 3.8. For g, h ∈ G, the following hold:

(3.21) χh(g) = χg(h),

(3.22) αh(U(g)) = χh(g)U(g).

Proof. From Lemma 3.1, we have j2V (g)j∗2 = j∗2V (g)j2 = UK(g). Thus Eq.(3.19) implies

j2UK(g)j∗2j2V (h)j∗2 = χh(g)j2V (h)j∗2j2UK(g)j∗2 ,

and so

V (g)UK(h) = χh(g)UK(h)V (g),
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which shows χh(g) = χg(h). Using this, we obtain the second statement from

αh(U(g)) =
∑
k∈G

χk(g)αh(SkS
∗
k) + αh(UK(g))

=
∑
k∈G

χk(g)ShkS
∗
hk + V (h)UK(g)V (h)∗

=
∑
k∈G

χh−1k(g)SkS
∗
k + χh(g)UK(g).

�

We denote by λ the left regular representation of G.

Theorem 3.9. When d = m+
√
m2+4n
2

is irrational, then the group G is always abelian,m is a multiple of n,
and

(3.23)

⊕
h∈G

χh ∼= λ,

(3.24) V ∼= UK ∼=
m

n
λ.

When d is rational, there exist two natural numbers s and t such that n = st2,m = (s− 1)t, and d = st.
Moreover,

(i) When t = 1, the group G is abelian. In this case, the character χh is trivial for all h ∈ G and

(3.25) 1⊕ V ∼= 1⊕ UK ∼= λ.

(ii) When t > 1, the group G is non-abelian. In this case, the order of Hom(G,T) is t2 and

(3.26)

⊕
h∈G

χh ≡ s
⊕

χ∈Hom(G,T)

χ.

Let Ĝ† be the set of equivalence classes of irreducible unitary representations of G whose dimensions
are greater than 1. Then t divides dimπ for all π ∈ Ĝ†, and

(3.27) V ∼= UK ∼=
⊕
π∈Ĝ†

dim π

t
π.

Proof. Since we have δg,e = ρ(Se)
∗ρ(Sg) = ρ(Se)

∗U(g)ρ(Se)U(g)∗ for g ∈ G, we have

δg,e = ρ(Se)
∗U(g)ρ(Se) =

1

d2

∑
h∈G

χh(g) +
1

d

m∑
i,j=1

j1(Tj)
∗T ∗j UK(g)Tij1(Ti)

=
1

d2

∑
h∈G

χh(g) +
1

d

m∑
i,j=1

〈UK(g)Ti, Tj〉〈j1(Ti), j1(Tj)〉

=
1

d2

∑
h∈G

χh(g) +
1

d
TrUK(g).
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This implies

(3.28) Trλ(g) =
n

d2

∑
h∈G

χh(g) +
n

d
TrUK(g).

For χ ∈ Hom(G,T), we denote by aχ and bχ the multiplicities of χ in

⊕
h∈G χh and UK respectively.

First, we assume that d is irrational. Then Eq.(3.28) implies d2 = naχ + nbχd for χ ∈ Hom(G,T).
Since d2 = n+md, we obtain aχ = 1 and bχn = m. This implies⊕

h∈G

χh ∼=
⊕

χ∈Hom(G,T)

χ,

and so G is abelian.

Assume now that d is rational. Then d is an integer. The inclusion MG ⊃ ρ(M) is of �nite depth,

and its index is d2/n = 1 +md/n. Since the index of a �nite depth inclusion is an algebraic integer, the

number 1+md/n is indeed an integer, which we denote by s. Then d2 = n+md implies n(s−1)2 = sm2
,

and so m is a multiple of s− 1. Letting t = m/(s− 1), we get n = st2 and d = st. Now Eq.(3.28) is of

the form

(3.29) Trλ(g) =
1

s

∑
h∈G

χh(g) + tTrUK(g).

Assume that t = 1. Then n = d = s and m = s − 1. Let χ ∈ Hom(G,T). Since 0 ≤ aχ ≤ s and

Eq.(3.28) implies 1 = aχ/n+ bχ, either aχ = 0 and bχ = 1, or aχ = n and bχ = 0 hold. Since χe = 1, we

get a1 = s, which implies that χh = 1 for all h ∈ G. Thus we get Trλ(g) = 1 + TrUK(g), and

1⊕ V ∼= 1⊕ UK ∼= λ.

Let v0(g) = V (g), v1(g) = UK(g), and w = j1j2. Since χh = 1 for any h ∈ G, Eq(3.19) implies that

v0 and v1 commute with each other. Moreover, since w3 = 1 and v1(g) = w∗v0(g)w, if we de�ne v2(g)
by w∗v1(g)w, the three representations v0, v1, and v2 commute with each other. Since 1 ⊕ vi ∼= λ for

i = 0, 1, 2, the group G is abelian. Indeed, since the dimension of the commutant v0(G)′ of v0(G) is n− 1,

we can see that v1(G)′′ is the commutant of v0(G)′′. Thus v0(G)′ ∩ v1(G)′ coincides with the center of

v0(G)′′. Since v2 is a faithful representation of G in v0(G)′ ∩ v1(G)′, we conclude that G is abelian.

Assume t > 1 now. Let π be an irreducible representation ofG contained in UK. Then Eq.(3.29) implies

dimπ ≥ t, and so G is non-abelian. The rest of the statements in (ii) follow from a similar reasoning as

above. �

Remark 3.10. Under naive identi�cation of ρ and ρ, the map j2 ◦ j1 would be graphically expressed as

j2 ◦ j1 : T

ρ

��

ρ �� ρ��

7→ εT

ρ �� ρ��

ρ

OO
.

This means that 360◦ rotation in this picture ends up with multiplying by ε. To avoid this awkward

convention in the case of ε = −1, we need to properly take the pivotal structure into account to de�ne

rotation by 120◦, which should be j2 ◦ j1 instead of j2 ◦ j−1
1 = εj2 ◦ j1. In fact, we can deduce Eq.(3.18)

from [44, Theorem 5.1] by identifying (ρ, ρ2) with (id, ρ3). Since we don’t not rely on graphical calculus

at all in this paper, instead of seriously pursuing it, we give a short and general argument, based on
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Longo’s observation in [42], giving another proof of (j2 ◦ j1)3 = I here. Let φρ be the left inverse of ρ

de�ned by φρ(x) = S∗eρ(x)Se. Following the notation in [44], we denote by E
(n)
ρ : (id, ρn)→ (id, ρn) the

restriction of dφρ. We �rst claim that E
(n)
ρ is a unitary. Indeed, for W1,W2 ∈ (id, ρn), we have

〈E(n)
ρ W1, E

(n)
ρ W2〉 = d2S∗eρ(W2)∗SeS

∗
eρ(W1)Se.

Since ρ(W2)∗SeS
∗
eρ(W1) ∈ (ρ, ρ) is already a scalar, we have

〈E(n)
ρ W1, E

(n)
ρ W2〉 = d2φρ(ρ(W2)∗SeS

∗
eρ(W1)) = d2W ∗

2 φρ(SeS
∗
e )W1 = 〈W1,W2〉.

As was already observed in [39], the n-th power of E
(n)
ρ is positive for

〈(E(n)
ρ )nW,W 〉 = dnW ∗φnρ(W ) = dnφρ(ρ

n(W ∗)W ) = dnφnρ(WW ∗) ≥ 0.

Thus (E
(n)
ρ )n = id. Let Φ : (ρ, ρ2) → (id, ρ3) be a unitary de�ned by Φ(T ) = ρ(T )Se. Then Φ−1 =

dS∗eρ(·), and

Φ−1 ◦ E(3)
ρ ◦ Φ(T ) = dS∗eρ(dφρ(ρ(T )S))

= d2S∗eρ(Tφρ(Se)) = dS∗eρ(TS) =
√
dj2(T )∗ρ(S) = j1 ◦ j2(T ),

which proves (j2 ◦ j1)3 = (j1 ◦ j2)−3 = I again.

Remark 3.11. Our explicit formula forE
(n)
ρ as above allows us to compute easily the higher Frobenius-Schur

indicators νn,r(ρ) = tr((E
(n)
ρ )r). Indeed, we have ν2,1(ρ) = ε, which should be treated as a given datum.

SinceE
(3)
ρ is unitarily equivalent to j1◦j2, we have ν3,1(ρ) = tr(j1◦j2). Since {SgSe}g∈G∪{TiTjSe}1≤i,j≤m

is an orthonormal basis of (id, ρ4), we have

ν4,1(ρ) = d
∑
g∈G

S∗eS
∗
gφρ(SgSe) + d

∑
i,j

S∗eT
∗
j T
∗
i φρ(TiTjSe)

= d
∑
g∈G

S∗eS
∗
gS
∗
eρ(SgSe)Se + d

∑
i,j

S∗eT
∗
j T
∗
i S
∗
eρ(TiTjSe)Se

= d
∑
g∈G

S∗eS
∗
gS
∗
eU(g)ρ(Se)U(g)∗ρ(Se)Se +

√
d
∑
i,j

S∗eT
∗
j T
∗
i j2(Ti)

∗ρ(TjSe)Se

=
∑
g∈G

S∗eS
∗
gU(g)∗ρ(Se)Se +

∑
i,j

S∗eT
∗
j j1((T ∗i j2(Ti)

∗ρ(Tj))
∗)Se

=
1

d

∑
g∈G

χg(g) +
∑
i,j

〈j1((T ∗i j2(Ti)
∗ρ(Tj))

∗), Tj〉

=
1

d

∑
g∈G

χg(g) +
∑
i,j

〈j1(Tj), (T
∗
i j2(Ti)

∗ρ(Tj))
∗〉

=
1

d

∑
g∈G

χg(g) +
∑
i,j

T ∗i j2(Ti)
∗ρ(Tj)j1(Tj).

It is easy to evaluate these for concrete examples.

We get back to the original setting where our near-group categories live in End(M). About ρ(U(g)),

we have
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Lemma 3.12.

(3.30) ρ(U(g)) =
∑
h∈G

ShS
∗
hg + j2 ◦ j−1

1 UK(g)(j2 ◦ j−1
1 )∗ ⊗ U(g).

Proof. Since ρ(U(g))Se ∈ (αg−1 , ρ2) there exists a complex number c of modulus 1 such that ρ(U(g))Se =
cSg−1 . To show that c = 1, we compute both sides of S∗eρ

2(U(g))ρ(Se) = cS∗eρ(Sg−1). The left-hand side

is

S∗eρ
2(U(g))ρ(Se) = U(g)S∗eρ(Se) =

ε

d
U(g).

On the other hand, the right-hand side is

cS∗eρ(Sg−1) = cS∗eU(g)∗ρ(Se)U(g) = cS∗eρ(Se)U(g) = c
ε

n
U(g),

showing c = 1. Thus we have Shg−1 = αh(ρ(U(g))Se) = ρ(U(g))Sh and

ρ(U(g))P =
∑
h∈G

ρ(U(g))ShS
∗
h =

∑
h∈G

Shg−1S∗h.

This implies that P and Q commute with ρ(U(g)) and

ρ(U(g)) =
∑
h∈G

Shg−1S∗h +Qρ(U(g))Q.

Note that T ∗i ρ(U(g))Tj ∈ (ρ, ρ◦αg) = CU(g). This means that there exists a unitary representation U ′ of

G inB(K) such thatQρ(U(g))Q = U ′(g)⊗U(g), and it is determined by S∗eT
∗
i ρ(U(g))TjSe = T ∗i U

′(g)Tj .
Indeed, expanding U(g) as

U(g) =
∑
h∈G

χh(g)ShS
∗
h +

m∑
p,q=1

UK(g)pqTpT
∗
q ,

we get

S∗eT
∗
i ρ(U(g))TjSe

=
∑
h∈G

χh(g)S∗eT
∗
i ρ(ShS

∗
h)TjSe +

m∑
p,q=1

UK(g)pqS
∗
eT
∗
i ρ(TpT

∗
q )TjSe

=
m∑

p,q=1

UK(g)pq〈j2 ◦ j−1
1 (Tp), Ti〉〈Tj, j2 ◦ j−1

1 (Tq)〉,

and

U ′(g) =
m∑

i,j=1

S∗eT
∗
i ρ(U(g))TjSeTiT

∗
j

=
m∑

i,j=1

m∑
p,q=1

UK(g)pq〈j2 ◦ j−1
1 (Tp), Ti〉〈Tj, j2 ◦ j−1

1 (Tq)〉TiT ∗j

=
m∑

p,q=1

UK(g)pqj2 ◦ j−1
1 (Tp)j2 ◦ j−1

1 (Tq)
∗

= j2 ◦ j−1
1 UK(g)(j2 ◦ j−1

1 )∗.

�
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Remark 3.13. We can graphically express the three unitary representations of G on K as follows:

V (g)T := αg(T ) = T

ρ

��

ρ �� ρ��

αg

��

,

UK(g)T = T

ρ

��

ρ �� ρ��αg

??

,

(j2 ◦ j−1
1 )UK(g)(j2 ◦ j−1

1 )−1T = ρ(U(g))TU(g)∗ = T

ρ

��

ρ �� ρ��

αg

ee

.

This explains why they are related by the rotation map j2 ◦ j1.

The relation

I =
∑
g∈G

ρ(Sg)ρ(Sg)
∗ +

m∑
i=1

ρ(Ti)ρ(Ti)
∗

implies

Lemma 3.14. Let ĜV be the set of irreducible representations of G contained in V , and let

(UK,K) =
⊕
π∈GV

mπ⊕
a=1

(π,Kaπ)

be the irreducible decomposition. We choose an orthonormal basis {T aπ,i}dimπ
i=1 of Kaπ so that

UK(g) =
∑
π∈ĜV

mπ∑
a=1

π(g)ijT
a
π,iT

a
π,j
∗.

Then

(3.31)

n

d

∑
π,a,b,i,j

1

dim π
T aπ,ij1(T aπ,j)j1(T bπ,j)

∗T bπ,i
∗

+
m∑
i=1

l(Ti)l(Ti)
∗ = Q⊗Q,

(3.32)

m∑
i=1

l(Ti)V (h)j2(Ti) +
εn

d

∑
π,a

δχh,πT
a
π j1(T aπ ) = 0.
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Proof. By using the Peter-Weyl theorem, we obtain

∑
g∈G

ρ(Sg)ρ(Sg)
∗ =

∑
g∈G

U(g)ρ(Se)ρ(S∗e )U(g)∗

=
∑

g,h,k∈G

χh(g)χk(g)ShS
∗
hρ(Se)ρ(Se)

∗SkS
∗
k

+
∑
g,k∈G

∑
π,a,i,j

π(g)ijχk(g)T aπ,iT
a
π,j
∗ρ(Se)ρ(Se)

∗SkS
∗
k + (· · · )∗

+
∑
g∈G

∑
π,σ,i,j,p,q

π(g)ijσ(g)pqT
a
π,iT

a
π,j
∗ρ(Se)ρ(Se)

∗T bσ,bT
b
σ,p

∗

=
n

d2

∑
h,k∈G

δχh,χkShS
∗
k +

εn

d
√
d

∑
k,π,a

δχk,πT
a
π j1(T aπ )S∗k + (· · · )∗

+
n

d

∑
π,a,b,i,j

1

dim π
T aπ,ij1(T aπ,j)j1(T bπ,j)

∗T bπ,i
∗
.

On the other hand,

m∑
i=1

ρ(Ti)ρ(Ti)
∗ =

1

d

m∑
i=1

∑
h,k∈G

〈V (h−1k)j2(Ti), j2(Ti)〉ShS∗k

+
m∑
i=1

∑
h∈G

V (h)j2 ◦ j−1
1 (Ti)ShS

∗
hj2 ◦ j−1

1 (Ti)
∗V (h)∗ +

m∑
i=1

l(Ti)l(Ti)
∗

+
1√
d

m∑
i=1

∑
h∈G

l(Ti)V (h)j2(Ti)S
∗
h + (· · · )∗

=
1

d

∑
h,k∈G

TrV (h−1k)ShS
∗
k +

m∑
i=1

∑
h∈G

TiShS
∗
hT
∗
i

+
m∑
i=1

l(Ti)l(Ti)
∗ +

1√
d

m∑
i=1

∑
h∈G

l(Ti)V (h)j2(Ti)S
∗
h + (· · · )∗.

Since V is unitarily equivalent to UK, Eq.(3.29) and Eq.(3.21) imply

TrV (h−1k) = TrUK(h−1k)

=
d

n
Tr(λ(h−1k))− 1

d

∑
g∈G

χk(g)χh(g) = dδh,k −
n

d
δχh,χk ,
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and

m∑
i=1

ρ(Ti)ρ(Ti)
∗ = P − n

d2

∑
h,k∈G

δχh,χkShS
∗
k

+
m∑
i=1

∑
h∈G

TiShS
∗
hT
∗
i +

m∑
i=1

l(Ti)l(Ti)
∗

+
1√
d

m∑
i=1

∑
h∈G

l(Ti)V (h)j2(Ti)S
∗
h + (· · · )∗.

Since

I =
∑
g∈G

ρ(Sg)ρ(Sg)
∗ +

m∑
i=1

ρ(Ti)ρ(Ti)
∗,

we get

Q =
m∑
i=1

∑
h∈G

TiShS
∗
hT
∗
i

+
n

d

∑
π,a,b,i,j

1

dimπ
T aπ,ij1(T aπ,j)j1(T bπ,j)

∗T bπ,i
∗

+
m∑
i=1

l(Ti)l(Ti)
∗

+
1√
d

m∑
i=1

∑
h∈G

l(Ti)V (h)j2(Ti)S
∗
h + (· · · )∗

+
εn

d
√
d

∑
h,π,a

δχh,πT
a
π j1(T aπ )S∗h + (· · · )∗,

which shows the statement. �

Lemma 3.15. In terms of l(T ), Eq.(3.30) is expressed as

(3.33)

j2 ◦ j−1
1 UK(g)(j2 ◦ j−1

1 )∗ ⊗ UK(g)

=
1

d

∑
π,σ,a,b,i,j,p,q

〈χgπij, σpq〉T aπ,ij1(T aπ,j)j1(T bσ,q)
∗T bσ,p

∗
+
∑
π,a,i,j

π(g)ijl(T
a
π,i)l(T

a
π,j)
∗,

where
〈χgπij, σpq〉 =

∑
h∈G

χg(h)πij(h)σpq(h).

Proof. Since ρ(U(g)) is a unitary, Eq.(3.30) holds if and only if the following two hold:

Pρ(U(g))P =
∑
h

ShS
∗
hg,

Qρ(U(g))Q = j2 ◦ j−1
1 UK(g)(j2 ◦ j−1

1 )∗ ⊗ U(g).
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The �rst one does not give any condition on l as

Pρ(U(g))P =
∑
h∈G

χh(g)Pρ(ShS
∗
h)P +

m∑
i,j=1

UK(g)ijPρ(Ti)ρ(Tj)
∗P

=
∑
h,s,t

χh(g)PU(h)ρ(SeS
∗
e )U(h)∗P

+
1

d

m∑
i,j=1

∑
s,t∈G

UK(g)ij〈V (t)j2(Tj), V (s)j2(Ti)〉SsS∗t

=
1

d2

∑
h,s,t

χh(t
−1sg)SsS

∗
t +

1

d

m∑
i,j=1

∑
s,t∈G

UK(g)ij〈j∗2V (t−1s)j2Ti, Tj〉SsS∗t

=
1

d2

∑
h,s,t

χh(t
−1sg)SsS

∗
t +

1

d

m∑
i,j=1

TrUK(t−1sg)SsS
∗
t

=
∑
s∈G

SsS
∗
sg.

For the second, we have

Qρ(U(g))Q =
∑
h∈G

χh(g)QU(h)ρ(SeS
∗
e )U(h)∗Q+

∑
π,a,i,j

π(g)ijQρ(T aπ,iT
a
π,j
∗)Q.

The �rst term above is∑
h∈G

χh(g)QU(h)ρ(SeS
∗
e )U(h)∗Q

=
∑

π,σ,a,b,i,j,p,q

∑
h∈G

χg(h)π(h)ijσ(h)pqT
a
π,iT

a
π,j
∗ρ(SeS

∗
e )T

b
σ,qT

b
σ,p

∗

=
1

d

∑
π,σ,a,b,i,j,p,q

〈χgπij, σpq〉T aπ,ij1(T aπ,j)j1(T bσ,q)
∗T bσ,p

∗

The second term is∑
π,a,i,j

π(g)ijQρ(T aπ,iT
a
π,j
∗)Q

=
∑
π,a,i,j

∑
h∈G

π(g)ijV (h)j2 ◦ j−1
1 (T aπ,i)ShS

∗
hj2 ◦ j−1

1 (T aπ,j)
∗V (h)∗

+
∑
π,a,i,j

π(g)ijl(T
a
π,i)l(T

a
π,j)
∗

=
∑
h∈G

V (h)j2 ◦ j−1
1 UK(g)(j2 ◦ j−1

1 )∗V (h)∗ ⊗ ShS∗h +
∑
π,a,i,j

π(g)ijl(T
a
π,i)l(T

a
π,j)
∗

=
∑
h∈G

j2 ◦ j−1
1 UK(g)(j2 ◦ j−1

1 )∗ ⊗ χh(g)ShS
∗
h +

∑
π,a,i,j

π(g)ijl(T
a
π,i)l(T

a
π,j)
∗,

where we use the fact that j2 ◦ j1 has period three. Thus the statement follows. �
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4. Reconstruction

In the previous section, we showed that every information of a C
∗

near-group category C with a �nite

groupG is encoded in two anti-linear isometries j1, j2 of a �nite dimensional Hilbert spaceK, two unitary

representations V, UK of G on K, characters {χh}h∈G of G, and a linear map l : K → B(K,K ⊗K). In

this section, we deduce a necessary and su�cient condition for the tuple (K, j1, j2, V, UK, χ, l) to recover

the original C
∗

near-group category C.

Let G be a �nite group of order n, and let m be a natural number satisfying the condition in the

conclusion of Theorem 3.9. LetOn+m be the Cuntz algebra with the canonical generators {Sg}g∈G∪{Ti}mi=1.

We set P =
∑

g∈G SgS
∗
g , Q =

∑m
i=1 TiT

∗
i , and K = span{Ti}mi=1. Let ε ∈ {1,−1}. We choose anti-linear

isometries j1 and j2 ofK and unitaries representationsV andUK inB(K) satisfying Eq.(3.7),(3.8),(3.9),(3.18).

We assume that χh ∈ Hom(G,T), h ∈ G, satisfy the condition in the conclusion of Theorem 3.9 and

Eq.(3.19),(3.21). Under the above assumption, we can introduce a unitary representation U of G in On+m

by

U(g) =
∑
h∈G

χh(g)ShS
∗
h + UK(g),

and an action α of G on On+m by αg(Sh) = Sgh and αg(T ) = V (g)T for g ∈ G and T ∈ K. Choosing a

linear map l : K → B(K,K ⊗K) = K2K∗ satisfying Eq.(3.13),(3.14),(3.15), (3.16),(3.17),(3.20), and (3.33),

we can introduce a unital endomorphism ρ of On+m by

ρ(Se) =
ε

d

∑
h∈G

Sh +
1√
d

m∑
i=1

Tij1(Ti),

ρ(Sg) = U(g)ρ(Se)U(g)∗,

ρ(T ) =
1√
d

∑
h∈G

Shαh(j2(T )∗) +
∑
h∈G

αh(j2 ◦ j−1
1 (T ))ShS

∗
h + l(T ).

Indeed, we �rst de�ne ρ on the canonical generators {Sg, Ti} of the Cuntz algebraOn+m. Then {ρ(Sg), ρ(Ti)}
are isometries with mutual orthogonal ranges, and so

E =
∑
g∈G

ρ(Sg)ρ(Sg)
∗ +

m∑
i=1

ρ(Ti)ρ(Ti)
∗

is a projection. The proof of Lemma 3.15 in the case of g = 0 implies PEP = P and QEQ = Q, which

shows that E = I . Thus ρ extends to a unital endomorphism of On+m, and the proof of Lemma 3.14

implies that Eq.(3.32) holds (note that Eq.(3.31) is a special case of Eq.(3.33)). Now it is easy to show

Eq.(3.5), Eq.(3.6), αg ◦ ρ = ρ, and AdU(g) ◦ ρ = ρ ◦ αg. The proof of Lemma 3.15 shows that Eq.(3.30)

holds.

Lemma 4.1. Let X be an isometry of On+m. If S∗eρ
2(X)Se = X and T ∗i ρ

2(X)Ti = ρ(X) for all i, then

ρ2(X) =
∑
h∈G

Shαh(X)S∗h +
m∑
i=1

Tiρ(X)T ∗i .
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Proof. Applying αg to S∗eρ
2(X)Se = X , we get S∗gρ

2(X)Sg = αg(X). Since I = ρ2(X)∗ρ2(X), we have

I = S∗gρ
2(X)∗ρ2(X)Sg too, and

I =
∑
h∈G

S∗gρ
2(X)∗ShS

∗
hρ

2(X)Sg +
∑
i=1

S∗gρ
2(X)∗TiT

∗
i ρ

2(X)Sg

= S∗gρ
2(X)∗SgS

∗
gρ

2(X)Sg +
∑

h∈G\{g}

S∗gρ
2(X)∗ShS

∗
hρ

2(X)Sg

+
∑
i=1

S∗gρ
2(X)∗TiT

∗
i ρ

2(X)Sg

= I +
∑

h∈G\{g}

S∗gρ
2(X)∗ShS

∗
hρ

2(X)Sg +
∑
i=1

S∗gρ
2(X)∗TiT

∗
i ρ

2(X)Sg.

Thus S∗hρ
2(X)Sg = 0 for g 6= h and T ∗i ρ

2(X)Sg = 0. In a similar way, we have Sgρ
2(X)Ti = 0 and

T ∗j ρ
2(X)Ti = 0 for j 6= i. These relations imply Pρ2(X)Q = Qρ2(X)P = 0 and

ρ2(X) = (P +Q)ρ2(X)(P +Q) = Pρ2(X)P +Qρ2(X)Q

=
∑
h∈G

Shαh(X)S∗h +
m∑
i=1

Tiρ(X)T ∗i .

�

Lemma 4.2. For g, h ∈ G, the equation S∗hρ2(Sg)Sh = Shg holds.

Proof. It su�ces to show the statements for h = e because the others follow from them by applying αh to

them.

S∗eρ
2(Se)Se =

ε

d

∑
k∈G

S∗eρ(Sk)Se +
1√
d

m∑
i=1

S∗eρ(Ti)ρ(j1(Ti))Se

=
ε

d

∑
k∈G

S∗eU(k)ρ(Se)U(k)∗Se +
1

d

m∑
i=1

j2(Ti)
∗ρ(j1(Ti))Se

=
1

d2

∑
k∈G

Se +
1

d

m∑
i=1

Se = Se.

Now Eq.(3.30) implies

S∗eρ(Sg)Se = S∗eρ(U(g))ρ2(Se)ρ(U(g))∗Se = S∗gρ
2(Se)Sg = Sg.

�

Lemma 4.3.

ρ2(Sg) =
∑
h∈G

Shαh(Sg)S
∗
h +

m∑
i=1

Tiρ(Sg)T
∗
i .

Proof. We �rst show the statement for g = e. Thanks to the above two lemmas, it su�ces to show

Qρ2(Se)Q =
∑m

i=1 Tiρ(Se)T
∗
i . Instead of the orthogonal basis {Ti}mi=1, we use {T aπ,p} sometimes. By the

de�nition of ρ, we have

Qρ2(Se)Q =
ε

d

∑
g∈G

Qρ(Sg)Q+
1√
d

m∑
i=1

Qρ(Ti)ρ(j1(Ti))Q.
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The �rst term is

ε

d

∑
g∈G

UK(g)ρ(Se)UK(g)∗ =
ε

d

∑
g∈G

∑
π,σ,a,b,i,j,p,q

π(g)ijσ(g)pqT
a
π,iT

a
π,j
∗ρ(Se)T

b
σ,qT

b
σ,p

∗

=
nε

d

∑
π,a,b,i,j

1

dimπ
T aπ,iT

a
π,j
∗ρ(Se)T

b
π,jT

b
π,i

∗

=
nε

d
√
d

∑
π,a,b,i,j

1

dimπ
T aπ,ij1(T aπ,j)T

b
π,jT

b
π,i

∗
.

The second term is

Second term =
1√
d

m∑
i=1

{ 1√
d

∑
h∈G

αh(j2 ◦ j−1
1 (Ti))Shαh(j2 ◦ j1(Ti)

∗) + l(Ti)l(j1(Ti))
}

=
ε

d

m∑
j=1

∑
h∈G

TjShT
∗
j +

1√
d

m∑
i=1

l(Ti)l(j1(Ti)).

Using Eq.(3.16),(3.31), we have

1√
d

m∑
i=1

l(Ti)l(j1(Ti)) =
1√
d

∑
i,p,q

l(Ti)l(Ti)
∗TpTqj1(Tq)T

∗
p

=
1√
d

∑
p,q

TpTqj1(Tq)T
∗
p

− n

d
√
d

∑
p,q

∑
π,a,b,i,j

1

dimπ
T aπ,ij1(T aπ,j)j1(T bπ,j)

∗T bπ,i
∗
TpTqj1(Tq)T

∗
p

=
1√
d

∑
p,q

TpTqj1(Tq)T
∗
p −

n

d
√
d

∑
π,a,b,i,j

1

dim π
T aπ,ij1(T aπ,j)j

2
1(T bπ,j)T

b
π,i

∗

=
1√
d

∑
p,q

TpTqj1(Tq)T
∗
p −

nε

d
√
d

∑
π,a,b,i,j

1

dim π
T aπ,ij1(T aπ,j)T

b
π,jT

b
π,i

∗
.

Thus we obtain the statement for g = e. The general statement follows from this and Eq.(3.30). �

Lemma 4.4. The following conditions are equivalent:

(1) Sg ∈ (αg, ρ
2) for all g ∈ G.

(2) S∗eρ(l(T ))Se = (1− 2n/d2)T for all T ∈ K.
(3) Let l(2)

ij : K → K be as in Remark 3.5. Then

(4.1)

1

d

m∑
i,j=1

j2(Ti)
∗l(l

(2)
ij (T ))j2(Tj) = (1− 2n

d2
)T, T ∈ K.
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Proof. It is easy to show that (2) and (3) are equivalent. Thanks to the above lemmas, it su�ces to show

that (2) is equivalent to S∗eρ
2(T )Se = T . Indeed,

S∗eρ
2(T )Se

=
1√
d

∑
h∈G

S∗eρ(αh(Sej2(T )∗))Se +
∑
h∈G

S∗eρ(αh(j2 ◦ j−1
1 (T )SeS

∗
e ))Se + S∗eρ(l(T ))Se.

The �rst term is

1√
d

∑
h∈G

S∗eU(h)ρ(Sej2(T )∗)U(h)∗Se

=
n√
d
S∗eρ(Sej2(T )∗)Se =

nε

d2
j2

2(T ) =
n

d2
T.

The second term is∑
h∈G

S∗eU(h)ρ(j2 ◦ j−1
1 (T )SeS

∗
e )U(h)∗Se

= nS∗eρ(j2 ◦ j−1
1 (T )SeS

∗
e )Se =

nε

d
√
d
j2

2 ◦ j−1
1 (T )∗ρ(Se) =

n

d
√
d
j−1

1 (T )∗ρ(Se)

=
n

d2
T.

Thus the statement is proved. �

Lemma 4.5. Assume that Eq.(4.1) holds. Then the following conditions are equivalent:

(1) K = (ρ, ρ2).
(2) For any T, T ′, T ′′ ∈ K, the equality ρ(T ′′)∗ρ2(T )T ′ = ρ(T ′′)∗T ′ρ(T ) holds.

Proof. We only show that (2) implies (1). Assume that (2) holds. Thanks to the above lemmas, it su�ces

to show ρ2(T )T ′ = T ′ρ(T ). For this, it su�ces to show ρ(Sg)
∗ρ2(T )T ′ = ρ(S∗g )T

′ρ(T ) for we have

ρ(P ) + ρ(Q) = I . Since we have

ρ(Sg)
∗ρ2(T )T ′ = U(g)ρ(Se)

∗ρ2(T )U(g)∗T ′,

ρ(S∗g )T
′ρ(T ) = U(g)ρ(S∗e )U(g)∗T ′ρ(T ),

we only take care of the case with g = e.
For ρ(Se)

∗ρ2(T )T ′, we have

ρ(Se)
∗ρ2(T )T ′ = ρ(S∗eρ(T ))T ′ =

1√
d
ρ(j2(T ))∗T ′

=
1√
d

∑
h∈G

〈T ′, V (h)j2 ◦ j−1
1 ◦ j2(T )〉ShS∗h +

1√
d
l(j2(T ))∗T ′.
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For ρ(Se)
∗T ′ρ(T ), we have

ρ(Se)
∗T ′ρ(T ) =

1√
d
j1(T ′)∗ρ(T )

=
1√
d

∑
h∈G

〈V (h)j2 ◦ j−1
1 (T ), j1(T ′)〉ShS∗h +

1√
d
j1(T ′)∗l(T )

=
1√
d

∑
h∈G

〈T ′, V (h)j1 ◦ j2 ◦ j1(T )〉ShS∗h +
1√
d
j1(T ′)∗l(T ).

Now the statement follows from Eq.(3.17),(3.18). �

Theorem 4.6. The endomorphism ρ satis�es

ρ2(x) =
∑
g∈G

Sgαg(x)S∗g +
m∑
i=1

Tiρ(x)T ∗i

if and only if Eq.(4.1) and the following three equations hold for all h, k ∈ G and T, T ′, T ′′ ∈ K:
m∑
i=1

T ′
∗
l(Ti)j2(l(T )∗j2(T ′′)Ti)(4.2)

= ε〈T ′′, T ′〉T − 1

d

∑
h∈G

〈UK(h)T ′′, j1(T )〉j1(UK(h)T ′),

(4.3) l(T ′′)∗j2 ◦ j−1
1 (T ′)j2 ◦ j−1

1 (T ) = j2 ◦ j−1
1 (T ′′

∗
l(T )T ′),

l(T ′′)∗T ′l(T ) =
m∑
i=1

l(T ′′
∗
l(T )Ti)l(Ti)

∗T ′(4.4)

+
1

d

∑
h∈G

m∑
i=1

〈V (h)j2 ◦ j−1
1 (T ), T ′′〉UK(h)Tij1(Ti)j1(UK(h)∗T ′)∗.

Proof. It su�ces to show that ρ(T ′′∗ρ(T ))T ′ = ρ(T ′′)∗T ′ρ(T ) is equivalent to the above three. We

compute ρ(T ′′)∗ρ2(T )T ′ �rst:

ρ(T ′′
∗
ρ(T ))T ′ =

∑
h∈G

〈V (h)j2 ◦ j−1
1 (T ), T ′′〉ρ(ShS

∗
h)T

′ + ρ(T ′′
∗
l(T ))T ′.

The �rst term is ∑
h∈G

〈V (h)j2 ◦ j−1
1 (T ), T ′′〉U(h)ρ(SeS

∗
e )U(h)∗T ′

=
ε

d
√
d

∑
h,k∈G

〈V (h)j2 ◦ j−1
1 (T ), T ′′〉χk(h)Skj1(UK(h)∗T ′)∗

+
1

d

∑
h∈G

m∑
i=1

〈V (h)j2 ◦ j−1
1 (T ), T ′′〉U(h)Tij1(Ti)j1(UK(h)∗T ′)∗.
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The second term is

ρ(T ′′
∗
l(T ))T ′ =

m∑
i=1

ρ(T ′′
∗
l(T )Ti)ρ(Ti)

∗T ′

=
m∑
i=1

∑
h∈G

〈T ′, V (h)j2 ◦ j−1
1 (Ti)〉ρ(T ′′

∗
l(T )Ti)ShS

∗
h +

m∑
i=1

ρ(T ′′
∗
l(T )Ti)l(Ti)

∗T ′

=
m∑
i=1

∑
h∈G

〈j1 ◦ j−1
2 V (h)∗T ′, Ti〉V (h)j2 ◦ j−1

1 (T ′′
∗
l(T )Ti)ShS

∗
h

+
1√
d

m∑
i=1

∑
k∈G

Skj2(T ′′
∗
l(T )Ti)

∗V (k)∗l(Ti)
∗T ′ +

m∑
i=1

l(T ′′
∗
l(T )Ti)l(Ti)

∗T ′

=
∑
h∈G

V (h)j2 ◦ j−1
1 (T ′′

∗
l(T )j1 ◦ j−1

2 (V (h)∗T ′))ShS
∗
h

+
1√
d

m∑
i=1

∑
k∈G

Skj2(T ′′
∗
l(T )Ti)

∗l(Ti)
∗V (k)∗T ′V (k)∗ +

m∑
i=1

l(T ′′
∗
l(T )Ti)l(Ti)

∗T ′.

On the other hand,

ρ(T ′′)∗T ′ρ(T ) =
∑
k∈G

〈T ′, V (k)j2 ◦ j−1
1 (T ′′)〉SkS∗kρ(T ) + l(T ′′)∗T ′ρ(T )

=
1√
d

∑
k∈G

〈T ′, V (k)j2 ◦ j−1
1 (T ′′)〉Skj2(T )∗V (k)∗

+
∑
h∈G

l(T ′′)∗T ′V (h)j2 ◦ j−1
1 (T )ShS

∗
h + l(T ′′)∗T ′l(T ).

Therefore we get

〈V (k)j2 ◦ j−1
1 (T ′′), T ′〉j2(T )(4.5)

=
m∑
i=1

T ′
∗
V (k)l(Ti)j2(T ′′

∗
l(T )Ti)

+
ε

d

∑
h∈G

χk(h)〈T ′′, V (h)j2 ◦ j−1
1 (T )〉V (k)∗j1(UK(h)∗T ′),

(4.6) l(T ′′)∗T ′V (h)j2 ◦ j−1
1 (T ) = V (h)j2 ◦ j−1

1 (T ′′
∗
l(T )j1 ◦ j−1

2 (V (h)∗T ′)),

and Eq.(4.4). Thanks to Eq.(3.13), we have

V (h)∗l(T ′′)∗ = l(T ′′)(V (h)∗ ⊗ V (h)∗),

and Eq.(4.6) is equivalent to Eq.(4.3) if T ′ is replaced with V (h)j2 ◦ j−1
1 (T ′). Since

V (k)∗j1(UK(h)∗T ′) = j1(V (k)∗UK(h)∗T ′) = j1(χk(h)UK(h)∗V (k)∗T ′),
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if T ′ is replaced with V (k)T ′, Eq.(4.5) is equivalent to

〈j2 ◦ j−1
1 (T ′′), T ′〉j2(T )

=
m∑
i=1

T ′
∗
l(Ti)j2(T ′′

∗
l(T )Ti) +

ε

d

∑
h∈G

〈T ′′, V (h)j2 ◦ j−1
1 (T )〉j1(UK(h)∗T ′),

If we replace T ′′ with j1 ◦ j−1
2 (T ′′) and T with j−1

2 (T ), this is equivalent to

〈T ′′, T ′〉T

= ε

m∑
i=1

T ′
∗
l(Ti)j2(j1 ◦ j−1

2 (T ′′)∗l(j2(T ))Ti)

+
ε

d

∑
h∈G

〈j1 ◦ j−1
2 (T ′′), V (h)j2 ◦ j−1

1 ◦ j−1
2 (T )〉j1(UK(h)∗T ′)

= ε
m∑
i=1

T ′
∗
l(Ti)j2(l(T )∗j2(T ′′)Ti)

+
1

d

∑
h∈G

〈j1 ◦ j−1
2 (T ′′), V (h)j1 ◦ j2 ◦ j1(T )〉j1(UK(h)∗T ′)

= ε
m∑
i=1

T ′
∗
l(Ti)j2(l(T )∗j2(T ′′)Ti) +

ε

d

∑
h∈G

〈UK(h)∗T ′′, j1(T )〉j1(UK(h)∗T ′),

where we use Eq.(3.17),(3.18). Thus we are done. �

Remark 4.7. Replacing T ′′ with j2(T ′′) and T ′ with j1(T ′), we see that in Eq.(4.4) is equivalent to

T ′
∗
l(T ′′)l(T ) =

m∑
i=1

l(j2(T ′′)∗l(T )j2(Ti))T
′∗l(Ti)(4.7)

+
1

d

∑
h∈G

m∑
i=1

〈T ′′, UK(h)j1(T )〉UK(h)Tij1(Ti)j1(UK(h)∗j1(T ′))∗.

Likewise, replacing T with j1(T ) in Eq.(4.4), it is equivalent to

m∑
i,j=1

l(T ′′)∗T ′l(T )∗TiTjj1(Tj)T
∗
i =

m∑
i,j=1

l(T ′′
∗
l(T )∗TiTjj1(Tj))l(Ti)

∗T ′(4.8)

+
1

d

∑
h∈G

m∑
i=1

〈V (h)j2(T ), T ′′〉UK(h)Tij1(Ti)j1(UK(h)∗T ′)∗.

De�nition 4.8. We say that a tuple (K, j1, j2, V, UK, χ, l) is admissible if it satis�es Eq.(3.7),(3.8),(3.9),(3.18),

the condition in the conclusion of Theorem 3.9, and Eq.(3.19),(3.21),(3.13),(3.14),(3.15), (3.16),(3.17),(3.20),(3.33),(4.1),(4.2),

(4.3),(4.4). We say that two tuples (K, j1, j2, V, UK, l) and (K′, j′1, j′2, V ′, U ′K, l′) are equivalent if there exist

a unitary W : K → K′ and a group automorphism ϕ ∈ Aut(G) satisfying j′1W = Wj1, j′2W = Wj2,

UK′(g)W = WUK(ϕ(g)), V ′(g)W = WV (ϕ(g)), χ′h(g) = χϕ(h)(ϕ(g)), and

l′(WT )W = (W ⊗W )l(T ), T ∈ K.
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We have seen that starting from an admissible tuple (K, j1, j2, V, UK, χ, l), we can construct the Cuntz

algebra endomorphism ρ ∈ End(Om+n) and the G-action α satisfying relevant properties. As in [28], we

can choose an appropriate representation of Om+n so that ρ and α extend to the weak closure of Om+n,

which is a hyper�nite type IIIλ factor, without changing morphism spaces (see Appendix and [28]). This

�nishes the reconstruction process from (K, j1, j2, V, UK, χ, l) to C.

Let C and D be C
∗

near-group categories with �nite group G and a multiplicity parameter m real-

ized in End0(M), which give rise to two admissible tuples (K, j1, j2, V, UK, l) and (K′, j′1, j′2, V ′, U ′K, l′)
respectively. In view of Theorem 2.2 and Remark 3.6, we see that the two C

∗
near-group categories C and

D are equivalent if and only if the two corresponding tuples are equivalent. In conclusion, we get the

following result.

Theorem 4.9. The association C 7→ (K, j1, j2, V, UK, l) gives a one-to-one correspondence between the set
of equivalence classes of C∗ near-group categories with �nite group G and a multiplicity parameterm, and
the set of equivalence classes of admissible tuples.

5. The case of m = |G| − 1

In this section, we brie�y give an account of the classi�cation of near-group categories with a �nite

groupG and the multiplicity parameterm = |G|−1. We have seen in Theorem 3.9 thatG is abelian under

the C
∗

condition. In fact, we have the following classi�cation result without this additional assumption.

A fusion category is said to be group theoretical if it is categorically Morita equivalent to a pointed

category (see [11, De�nition 9.7.1]).

Theorem 5.1. Let C be a near group category with a �nite group G and the multiplicity parameterm =
|G| − 1. Then the groupG is cyclic and |G|+ 1 is a prime power q. IfG = Z2, there are three such categories,
if G = Z3 or G = Z7, there are two such categories, and if G = Zq−1 in the other cases, there is one such
category. All these fusion categories are group theoretical.

Example 5.2. For G = Z2, we have dimK = 1, and Eq.(3.31) implies l = 0. We may choose a basis {T}
of K so that j1(T ) = T , and so ε = 1. In this case, the only choices of j2 are j2(T ) = ζT with ζ3 = 1. All

the conditions in De�nition 4.8 are easy to verify in this case, and there are certainly three near-group

categories. This example was already discussed in [28].

For the proof of the above theorem, Siehler [50, Theorem 1.2] was the �rst to show thatG is cyclic and

|G|+1 is a prime power under an additional assumption ofG being abelian (though this assumption is not

explicitly written in [50, Theorem 1.2]). Etingof-Gelaki-Ostrik [10, Corollary 7.4] showed the statement

under the assumption that G is cyclic. Recently Nikshych-Ostrik [45] showed that G is cyclic and the

classi�cation was completed.

Let Fq be the �nite �eld of order q, and let F×q be its multiplicative group. We regard Fq as an additive

group on which F×q acts by multiplication. Etingof-Gelaki-Ostrik reduced the classi�cation to a counting

argument of the groupH3(Fq,T)F
×
q

of F×q -invariant cohomology classes inH3(Fq,T). We reproduce their

reduction argument from the view point of operator algebras now. The following argument was developed

in [29], [33, Theorem 9.8,(i)], which could serve as an introduction to more complicated arguments in the

next section.

Let N = ρ(M), which is an irreducible subfactor of index d2 = |G|2. Since αg ◦ ρ = ρ, the �xed point

algebra

MG = {x ∈M ; αg(x) = x, ∀g ∈ G},
is an intermediate subfactor between M and N with

[M : MG] = [MG : N ] = |G|.
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Let ι : MG ↪→M and κ : N ↪→MG
be inclusion maps. Then we have the decomposition ρ = ι ◦ κ ◦ ρ0,

where ρ0 is ρ regarded as an isomorphism from M onto N . Let α′g = ρ0 ◦ αg ◦ ρ−1
0 , which is an outer

action of G on N , and let NG
be the �xed point algebra

NG = {x ∈ N ; α′g(x) = x, ∀g ∈ G}.
Since AdU(g) ◦ ρ = ρ ◦ αg , we have α′g(y) = AdU(g)(y) for any y ∈ N , and the von Neumann algebra

generated by N and {U(g)}g∈G is identi�ed with the crossed product N oα′ G. Eq.(3.22) and Theorem

3.9 show αg(U(h)) = U(h) for any g, h ∈ G, and we get N oα′ G ⊂MG
. Since

[MG : N ] = |G| = [N oα′ G : N ],

we get MG = N oα′ G.

Since the image of ρ0 ◦ ι isNG
, the duality between the �xed point inclusionNG ⊂ N and the crossed

product inclusion N ⊂ N oα′ G implies that the endomorphism κ ◦ ρ0 ◦ ι ∈ End0(MG) contains an

automorphism, which we denote θ ∈ Aut(MG). Then the Frobenius reciprocity implies [κρ0] = [θι], and

we get

[ρ] = [ικρ0] = [ιθι].

Since G is abelian, there exists an outer action β : Ĝ→ Aut(MG) of the dual group Ĝ of G such that

M = MG oβ Ĝ and α is the dual action of β. Thus

[ιι] =
⊕
χ∈Ĝ

[βχ].

We denote by L the group generated by [θ] and [βĜ] in Out(MG).

Lemma 5.3. Let the notation be as above.
(1) For χ1, χ2, τ1, τ2 ∈ Ĝ, we have [βχ1θβχ2 ] = [βτ1θβτ2 ] if and only if χi = τi for i = 1, 2.
(2) L = [βĜ] t [βĜ][θ][βĜ].

Proof. Since ρ is irreducible, we have

1 = dim(ρ, ρ) = dim(ιθι, ιθι) = dim(ιιθ, θιι) =
∑
χ,τ∈Ĝ

(βχθ, θ, βτ ),

which shows (1).

Since ρ is self-conjugate, we [ιθι] = [ιθ−1ι]. This implies that [θ−1] is contained in [ιιθιι], and it is an

element in [βĜ][θ][βĜ]. Let L1 be the right-hand side of (2). The fusion rules of the category implies∑
g∈G

[αg] + (|G| − 1)[ρ] = [ρ2] = [ιθιιθι] =
∑
χ∈Ĝ

[ιθβχθι].

This means that [θβχθ] belongs to L1, which shows that L1 is already a group. Therefore L = L1. �

In what follows, we identify Ĝ with [βĜ] for simplicity. The above double coset decomposition implies

that L acting on L/Ĝ is a sharply 2-transitive permutation group with the abelian point stabilizer Ĝ,

which allows us to identify the pair (L, Ĝ) with (Fq oF×q ,F×) (see [26, Chapter XII, §9]). The embedding

L ⊂ Out(L) carries a cohomology class in ω ∈ H3(L,T) whose restriction to Ĝ is trivial as it comes

from the genuine group action β. Such a class ω is identi�ed with a class in H3(Fq,T)F
×
q

by restriction

thanks to the Lyndon-Hochschild-Serre spectral sequence.

Now we reverse the above process. Assume that we are given a cohomology class ω ∈ H3(FqoF×q ,T)
whose restriction to F×q is trivial. Let P be a hyper�nite type III1 factor. Then there exists an embedding
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of Fq o F×q into Out(P ) carrying the class ω, which is unique up to conjugacy in Out(P ) thanks to

Theorem 2.2 (or see [37]). We choose a lifting γ : Fq o Fo
q → Aut(P ) of it. Since the restriction of ω to

F×q is trivial, we may assume that γ restricted to F×q is an action, which we denote by β. Since F×q is cyclic,

the second cohomology H2(F×q ,T) is trivial, and such β is unique on F×q up to 1-cocycle perturbation.

We denote by G the dual group of F×q . Let M = P oβ F×q , and let ι : P ↪→M be the inclusion map. We

choose an arbitrary h ∈ Fq o F×q \ F×q , and set ρ = ιγhι, whose equivalence class does not depend on the

choice of h. The same computation as above shows that ρ is irreducible and

[ρ2] =
∑
g∈G

[β̂g] + (q − 2)[ρ],

where β̂ is the dual action of β. Therefore we get a C
∗

near-group category with the group G ∼= Zq−1 and

the multiplicity parameter m = q − 2.

6. The noncommutative case

In this section, we classify C
∗

near group categories with noncommutative G. In this case, Theorem

3.9 implies that d is an integer and there exist natural numbers s, t with t > 1 satisfying n = |G| = st2,

m = (s− 1)t, and d = st, where we use the same notation as in Section 3. Let Ĝ be the set of equivalence

classes of unitary representations of G, and let Ĝ† = Ĝ \ Hom(G,T). Then Theorem 3.9 implies that t

divides dim π for every π ∈ Ĝ†, and # Hom(G,T) = t2. We denote by [G,G] the commutator subgroup

of G. Since Hom(G,T) is identi�ed with the dual group of G/[G,G], we have #[G,G] = s.
Let p be a prime number. A p-group G is said to be extra-special if Z(G) = [G,G] ∼= Zp, where Z(G)

is the center of G. Our goal in this section is to prove the following theorem.

Theorem 6.1. Let G be a noncommutative �nite group. Then a C∗ near-group category with G exists if and
only if s = 2 and G is an extra-special 2-group. In particular t is a power of 2, n = |G| = 2t2,m = t, and
d = 2t. For each extra-special 2-group, there exist exactly three di�erent C∗ near-group categories.

Remark 6.2. As we will see in the proof below, the three fusion categories for a given extra-special 2-group

G are distinguished by the third Frobenius-Schur indicator ν3,1(ρ).

Example 6.3. The representation category of the bicrossed product Hopf algebra arising from the

symmetric group S4 = S3 · Z/4Z is an example of such a fusion category with the dihedral group

G = D8 of order 8 (see [33, Theorem 14.40,II]).

We will prove Theorem 6.1 in several steps. Assume that C is a C
∗

near group category with a

noncommutative G and we use the same notation as in Section 3 and Theorem 3.9. Let N = ρ(M),
which is an irreducible subfactor of index d2 = s2t2. Let α′ be the outer action of G on N de�ned by

α′g = ρ ◦αg ◦ ρ−1
. Since ρ ◦αg = AdU(g) ◦ ρ, we can identify the von Neumann algebra generated by N

and U(G) with the crossed product N oα′ G. We denote by MG
the �xed point subalgebra of M under

the G-action α, that is,

MG = {x ∈M ; αg(x) = x, ∀g ∈ G}.
Since αg ◦ ρ = ρ, the �xed point algebra MG

is an intermediate subfactor between M and N with index

[M : MG] = |G| = st2.

Lemma 6.4. Let the notation be as above. Then N oα′ G = M [G,G] and N oα′ [G,G] = MG.

Proof. Let ι1 : N oα′G ↪→M , ι2 : N oα′ [G,G] ↪→ N oα′G, and ι3 : N ↪→ N oα′ [G,G] be the inclusion

maps. Then we have ρ = ι1ι2ι3ρ0, where ρ0 is ρ regarded as an isomorphism from M onto N . We have

d(ι1) =
√
s, d(ι2) = t, d(ι3) =

√
s.
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Since N oα′ [G,G] ⊂ N oα′ G is a crossed product inclusion by a G/[G : G]-action, and G/[G,G]
is an abelian group of order t2, the endomorphism ι2ι2 is decomposed into t2 automorphisms. Since

[ρ2] = [ρρ] contains [ι1(ι2ι2)ι1], if γ is an automorphism contained in ι2ι2, then ι1γι1 is contained in ρ2
.

Since d(ι1γι1) = s < d(ρ) and

[ρ2] =
∑
g∈G

[αg] + (s− 1)t[ρ],

the endomorphism ι1γι1 is decomposed into automorphisms, and it is the case for ι1ι2ι2 ι1 as well. Since

d(ι1ι2) =
√
st =

√
#G, we get

[ι1ι2ι2 ι1] =
∑
g∈G

[αg].

This means that N o [G,G] coincides with the �xed point algebra MG
.

Since ρ is self-conjugate, we can show M [G,G] = N oα′ G too switching the roles of the crossed

products and �xed point algebras. �

Let N [G,G]
be the �xed point algebra

N [G,G] = {x ∈ N ; α′g(x) = x, ∀g ∈ [G,G]}.

Since ρ0(M [G,G]) = N [G,G]
, the image of ρ0ι1 is noting but N [G,G]

. By the duality between the crossed

product subfactor N ⊂ N oα′ [G,G] = MG
and the �xed point algebra subfactor N [G,G] ⊂ N , the

homomorphism ι3ρ0ι1 from M [G,G]
to MG

contains an isomorphism from M [G:G]
onto MG

, say ϕ, and

we have ι3ρ0 = ϕι1 by the Frobenius reciprocity. Thus

(6.1) [ρ] = [ι1ι2ϕι1] = [ι1ϕ
−1ι2 ι1].

Let [̂G,G] be the set of equivalence classes of unitary representations of [G,G]. Then we have the

following irreducible decomposition

(6.2) [ι2 ι1ι1ι2] =
⊕

τ∈Hom(G,T)

[βτ ]⊕
⊕
π∈Ĝ†

dim π[βπ],

(6.3) [ι1ι1] =
⊕

σ∈[̂G,G]

dimσ[γσ].

Lemma 6.5. With the above notation, the following hold.

(1) the homomorphism βπϕγσ is irreducible for all π ∈ Ĝ and σ ∈ [̂G,G].
(2) for π, π′ ∈ Ĝ and σ, σ′ ∈ [̂G,G], the two homomorphisms βπϕγσ and βπ′ϕγσ′ are equivalent if and

only if π = π′ and σ = σ′.
(3) for π, π′ ∈ Ĝ, we have dim(ι1ϕ

−1βπ, ι1ϕ
−1βπ′) = δπ,π′ .

(4) for σ, σ′ ∈ [̂G,G], we have dim(ι1ι2ϕγσ, ι1ι2ϕγσ′) = δσ,σ′ .

Proof. Since ρ is irreducible,

1 = dim(ι1ι2ϕι1, ι1ι2ϕι1) = dim(ι2 ι1ι1ι2ϕ, ϕι1ι1)

=
∑
π∈Ĝ

∑
σ∈[̂G,G]

dimπ dimσ dim(βπϕ, ϕγσ),

which shows that [βπϕ] = [ϕγσ] if and only if π = 1 and σ = 1. Since the right-hand side of

dim(βπϕγσ, βπ′ϕγσ′) = dim(βπ′βπϕ, ϕγσ′γσ),
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is 1 if π = π′ and σ = σ′, and it is 0 otherwise, we obtain (1) and (2). (3) and (4) follow from (1),(2) and

the Frobenius reciprocity. �

Let [̂G,G]
†

= [̂G,G] \ {1}.

Lemma 6.6. There exists a unique bijection Φ : [̂G,G]
†
→ Ĝ† such that [ι1ι2ϕγσ] = [ι1ϕ

−1βΦ(σ)ϕ]

and dim Φ(σ) = t dimσ. Moreover, there exists Ψ(σ) ∈ Hom([G,G],T) for σ ∈ [̂G,G]
†
satisfying

[ι2ϕγσ] = [γΨ(σ)ϕ
−1βΦ(σ)ϕ].

Proof. On one hand, we have

[ρ2] =
∑
g∈G

[αg] + (s− 1)t[ρ],

and on the other hand,

[ρ2] = [ι1ι2ϕι1ι1ϕ
−1ι2 ι1] =

∑
σ∈[̂G,G]

dimσ[ι1ι2ϕγσϕ
−1ι2 ι1].

Since

[ι1ι2ϕϕ
−1ι2 ι1] =

∑
g∈G

[αg],

for σ 6= 1, we have [ι1ι2ϕγσϕ
−1ι2 ι1] = t dimσ[ρ]. Thus for σ 6= 1,

t dimσ = dim(ι1ι2ϕγσϕ
−1ι2 ι1, ρ) = dim(ι1ι2ϕγσ, ι1ϕ

−1ι2 ι1ι1ι2ϕ)

=
∑
π∈Ĝ

dimπ dim(ι1ι2ϕγσ, ι1ϕ
−1βπϕ).

Thanks to Lemma 6.5(3),(4), there exists unique π, which we call Φ(σ) such that [ι1ι2ϕγσ] = [ι1ϕ
−1βπϕ]

and dim π = t dimσ. Moreover Φ is an injection. Since∑
σ∈[̂G,G]

†

(dimσ)2 = |[G,G]| − 1 = s− 1,

we have ∑
σ∈[̂G,G]

†

(dim Φ(σ))2 = t2(s− 1) = #G−# Hom(G,T) =
∑
π∈Ĝ†

(dimπ)2,

and we see that Φ is a surjection. Since

1 = dim(ι1ι2ϕγσ, ι1ϕ
−1βΦ(σ)ϕ) = dim(ι2ϕγσ, ι1ι1ϕ

−1βΦ(σ)ϕ)

=
∑

σ′∈[̂G,G]

dimσ′ dim(ι2ϕγσ, γσ′ϕ
−1βΦ(σ)ϕ),

there exists a unique σ′ ∈ Hom([G,G],T) such that [ι2ϕγσ] = [γσ′ϕ
−1βΦ(σ)ϕ]. �

Lemma 6.7. The commutator subgroup [G,G] is abelian, and dim π = t for all π ∈ Ĝ†.

Proof. Suppose that [G,G] is non-abelian. Then there exists an irreducible representation σ ∈ [̂G,G]
such that σ⊗ σ contains a non-trivial irreducible representation µ. Since [ι2ϕγσ] = [γΨ(σ)ϕ

−1βΦ(σ)ϕ], the

endomorphism γµ is contained in ϕ−1βΦ(σ)βΦ(σ)ϕ, and there exists µ′ ∈ Ĝ such that [γµ] = [ϕ−1βµ′ϕ].

However, this implies [ϕγµ] = [βµ′ϕ], which contradicts Lemma 6.5 because µ 6= 1. �
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We recall a well-known fact that the dimension of any irreducible projective representation of a �nite

group does not exceed the square root of the order of the group (see [27, Problem 11.7]).

Lemma 6.8. The commutator subgroup [G,G] coincides with the center Z(G) of G.

Proof. Let σ ∈ [̂G,G]
†
. Since [ι2ϕγσ] = [γΨ(σ)ϕ

−1βΦ(σ)ϕ] and ι2ι2 is decomposed into t2 automorphisms,

the endomorphism βΦ(σ)βΦ(σ) contains t2 automorphisms. Since dim Φ(σ) = t, this means that

π ⊗ π =
⊕

τ∈Hom(G,T)

τ,

for all π ∈ Ĝ†. Let g ∈ [G,G]. Then π(g) is a scalar for all π ∈ Ĝ† because τ(g) = 1 for all τ ∈ Hom(G,T).

This implies g ∈ Z(G), and [G,G] ⊂ Z(G).

Since π ∈ Ĝ† can be regarded as an irreducible projective representation ofG/Z(G), the dimension of

π does not exceed the square root of the order of G/Z(G). Since dimπ = t, we have t2 ≤ #G/Z(G) ≤
#G/[G,G] = t2, and Z(G) = [G,G]. �

Recall that Ẑ(G)
†

= Ẑ(G) \ {1}.

Lemma 6.9. For each character σ ∈ Ẑ(G)
†
, the induced representation IndGZ(G)σ is decomposed as

IndGZ(G)σ
∼=

t︷ ︸︸ ︷
πσ ⊕ · · · ⊕ πσ,

where πσ is an irreducible representation of dimension t. For σ1, σ2 ∈ Ẑ(G)
†
with σ1 6= σ2, the corresponding

two induced representations are mutually disjoint. Moreover, we have Ĝ† = {πσ}
σ∈Ẑ(G)

† , and

πσ1 ⊗ πσ2 ∼=
t︷ ︸︸ ︷

πσ1σ2 ⊕ · · · ⊕ πσ1σ2 , for σ1 6= σ2,

πσ ⊗ τ ∼= πσ, τ ∈ Hom(G,T),

πσ ⊗ πσ ∼=
⊕

τ∈Hom(G,T)

τ,

πσ ∼= πσ.

Proof. For π ∈ Ĝ† and g ∈ Z(G) = [G,G], we have seen in the proof of the previous lemma that π(g)

is a scalar. Thus the restriction of π to Z(G) is decomposed as t copies of some σ ∈ Ẑ(G). If σ were

trivial, the representation π would reduce to a representation of G/Z(G) = G/[G,G]. Since dimπ > 1

and G/[G,G] is abelian, this is impossible, and σ ∈ Ẑ(G)
†
. By the Frobenius reciprocity, the induced

representation IndGZ(G)σ contains t copies of π. Since #G/Z(G) = t2 and dim π = t, we obtain

IndGZ(G)σ
∼=

t︷ ︸︸ ︷
π ⊕ · · · ⊕ π .

This means that π ∈ Ĝ† is completely determined by its restriction to Z(G) and the other statements

follow. �

Lemma 6.10. The group Z(G) is cyclic, and s+ 1 is a prime power.
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Proof. Since t = dimπσ , Theorem 3.9 implies that the representation (V,K) has the following irreducible

decomposition:

(V,K) =
⊕

σ∈Ẑ(G)
†

(πσ,Kσ).

Eq.(3.8) implies j1Kσ = Kσ.

Thanks to Eq.(3.19), the operator UK(h) for h ∈ G is an intertwiner between V and χh ⊗ V . Since

the above lemma shows that χh ⊗ πσ is equivalent to πσ , we have UK(h)Kσ = Kσ . Thus Eq.(3.9) implies

that there exists a permutation θ of order two of Ẑ(G)
†

such that j2Kσ = Kθ(σ). Eq.(3.18) implies

θ(θ(θ(σ))) = σ, σ ∈ Ẑ(G)
†
.

Eq.(3.15) shows that if T ∈ Kσ is an isometry, we have

(6.4) IKθ(σ) + l(T )∗l(T ) = Q.

Thus if s = 2, we have l(T ) = 0. In this case Z(G) ∼= Z2 and the statement holds. Assume s 6= 2 now.

Then l(T ) 6= 0 for any T ∈ Kσ \ {0}. Eq(3.13) and Eq.(3.20) implies

l(Kσ) ⊂
⊕

µ,ν∈Ẑ(G)
†
, σ=θ(ν)θ(µ)

KµKνµK∗ν .

Eq.(3.17) implies θ(θ(ν)θ(µ)) = θ(νµ)θ(µ). Thus [50, Theorem 6.1] implies that Z(G) is cyclic, and s+ 1
is a prime power. �

Lemma 6.11. The number s is a prime and G/Z(G) is an elementary abelian s-group. In consequence, the
group G is an extra-special s-group.

Proof. Since dimπ = t and #G/Z(G) = t2, if we regard πσ for σ ∈ Ẑ(G)
†

as a projective representation

of G/Z(G), it is faithful. Indeed, if it were not the case, there would be a normal subgroup H of G strictly

containing Z(G) such that we can regard πσ as an irreducible projective representation ofG/H . However,

this is impossible because t = dimπσ cannot exceed the square root of the order of G/H .

For each g ∈ G/Z(G), we choose a lift g̃, and set ω(g, h) = g̃h̃g̃−1h̃−1 ∈ Z(G) for g, h ∈ G/Z(G).
Then ω : (G/Z(G))2 → Z(G) is an anti-symmetric bihomomorphism, which is independent of the choice

of the lifts. Let p be a prime dividing t. We choose g ∈ G/Z(G) whose order is p. Assume that s is

not equal to p. Then there exists a character σ ∈ Ẑ(G) such that σp 6= 1. Since σp(ω(g, h)) = 1 for all

h ∈ G/Z(G), the matrix πσp(g̃) is a scalar. However, this would imply g = e, which is contradiction,

and we obtain s = p. Since this is the case for all prime p dividing t, we see that G/Z(G) is a p-group.

If there existed g ∈ G/Z(G) satisfying gp 6= e, for any σ ∈ Ẑ(G)
†

and h ∈ G/Z(G), we would have

σ(ω(gp, h)) = 1, and ω(gp, h) = e. This means g̃p ∈ Z(G), and is again contradiction. Thus we conclude

that G/Z(G) is an elementary abelian p-group. �

Lemma 6.12. The number s is 2, and j2j1 is a scalar. In particular, the group G is an extra-special 2-group.

Proof. We choose an orthonormal basis {T (σ)i}ti=1 of Kσ for σ ∈ Ẑ(G)
†
, and express πσ as

πσ(g) =
t∑

i,j=1

πσ(g)ijT (σ)iT (σ)∗j .
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Since j2V (g)j∗2 = UK(g), we have the irreducible decomposition of UK as

UK(g) =
∑

σ∈Ẑ(G)
†

πσ(g)ijj2(T (σ)i)j2(T (σ)j)
∗.

Since χh ⊗ πσ ∼= πσ, Eq.(3.33) takes the following form now:

j2j1UK(g)j∗1j
∗
2 ⊗ UK(g)

=
1

st

∑
h,σ,i,j,p,q

χg(h)πσ(h)ijπσ(h)pqj2T (σ)iT (σ)∗pj
∗
2 ⊗ j1j2T (σ)jT (σ)∗qj

∗
2j
∗
1

+
∑
σ,ij

πσ(g)ijl(j2T (σ)i)l(j2T (σ)j)
∗,

which is equivalent to

j1j2V (g)j∗2j
∗
1 ⊗ V (g)

=
1

st

∑
h,σ,i,j,p,q

χg(h)πσ(h)ijπσ(h)pqT (σ)iT (σ)∗p ⊗ j2j1j2T (σ)jT (σ)∗qj
∗
2j
∗
1j2

+
∑
σ,ij

πσ(g)ij(j2 ⊗ j2)l(j2T (σ)i)l(j2T (σ)j)
∗(j2 ⊗ j2)∗.

This and Lemma 6.9 imply

∑
σ

j1j2πσ(g)j∗2j
∗
1 ⊗ πσ(g)

=
1

st

∑
h,σ,i,j,p,q

χg(h)πσ(h)ijπσ(h)pqT (σ)iT (σ)∗p ⊗ j2j1j2T (σ)jT (σ)∗qj
∗
2j
∗
1j2,

and

∑
σ 6=τ

j1j2πσ(g)j∗2j
∗
1 ⊗ πτ (g)

=
∑
σ,ij

πσ(g)ij(j2 ⊗ j2)l(j2T (σ)i)l(j2T (σ)j)
∗(j2 ⊗ j2)∗.

Recall that for σ ∈ Ẑ(G)
†
, the map G×G 3 (g, h) 7→ σ(ghg−1h−1) ∈ T induces a non-degenerate

anti-symmetric bicharacter of G/[G,G]. Thus for each g ∈ G, there exists a map ϕσ : G→ G satisfying

χg(h) = σ(ϕσ(g)hϕσ(g)−1h−1). Note that the element ϕσ(g) is unique up to a multiple of a central
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element of G. Using this, we have∑
h∈G

χg(h)πσ(h)ijπσ(h)pq

=
∑
h∈G

σ(ϕσ(g)hϕσ(g)−1h−1)πσ(h)ijπσ(h)pq

=
∑
h∈G

πσ(ϕσ(g)hϕσ(g)−1h−1h)ijπσ(h)pq

=
∑
h∈G

t∑
a,b=1

πσ(ϕσ(g))iaπσ(h)abπσ(ϕσ(g))jbπσ(h)pq

=
n

dimπσ
πσ(ϕσ(g))ipπσ(ϕσ(g))jq.

Thus we obtain∑
σ∈Ẑ(G)

†

j1j2πσ(g)j∗2j
∗
1 ⊗ πσ(g) =

∑
σ∈Ẑ(G)

†

πσ(ϕσ(g))⊗ j2j1j2πσ(ϕσ(g))j∗2j
∗
1j
∗
2 .

This implies that there exists a scalar cσ(g) ∈ T such that

πσ(ϕσ(g)) = cσ(g)j1j2πθ(σ)(g)j∗2j
∗
1 ,

j2j1j2πσ(ϕσ(g))j∗2j
∗
1j
∗
2 = cσ(g)πθ(σ)(g).

Since (j2j1)3 = I and j1πσ(g)j∗1 = πσ(g), the above two equations are equivalent.

In the above argument, we have seen that χg(h)πσ(h) = πσ(ϕσ(g)hϕσ(g)−1) holds. On the other

hand, Eq.(3.19) implies that

χg(h)πσ(h) = j2πθ(σ)(g
−1)j∗2πσ(h)j2πθ(σ)(g)j∗2

holds, and so

j2πθ(σ)(g
−1)j∗2 ∼ j1j2πθ(σ)(g)j∗2j

∗
1 ,

where ∼ means that two matrices are proportional. Let R = j2j1, which is a unitary of period three.

Then if σ is replaced with θ(σ) and g is replaced with g−1
in the above, we obtain

πσ(g) ∼ Rj2πθ(θ(σ))(g
−1)j∗2R

∗ = Rj2πθ(σ)(g
−1)j∗2R

∗ = R∗πθ(σ)(g
−1)R.

Since R3 = I and θ(θ(θ(σ))) = σ, this implies πσ(g) ∼ πσ(g−1), and g2 ∈ Z(G) for all g ∈ G. Therefore

s = 2.

Let σ be the unique element in Ẑ(G)
†
, and let π = πσ. The above argument shows that there exists

τ ∈ Hom(G,T) such that R∗π(g)R = τ(g)π(g). Since R has period three, we have τ 3 = 1, and τ = 1 as

Hom(G,T) = Ĝ/Z(G) is an elementary 2-group. This implies that R is a scalar. �

We have seen that G is an extra-special 2-group of order st2 = 2t2. Let σ be a unique non-trivial

character of Z(G) ∼= Z2. Then πσ is a unique irreducible representation of dimension t, and we denote

(πσ,Kσ) = (π,Kπ) for simplicity. The set Ĝ† is a singleton {π}, and we can identify (V,K) with (π,Kπ).

The period three unitary j2j1 is a scalar, which we denote by ζ ∈ T, and we have j2 = εζj1. This implies

that UK = V , and χh(g) is determined by π(g)π(h) = χh(g)π(h)π(g). Eq.(6.4) implies l = 0. In summary,

every information of C is encoded in the tuple

(K = Kπ, V = π, UK = π, j1, j2 = εζj1, χ, l = 0).
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Now we proceed to the reconstruction part. Recall that there are exactly two isomorphism classes of

extra-special 2-groups for a given order 22k+1
, where k is a natural number (see [49, Exercise 5.3.7]). In

the both cases, there exists only one irreducible representation whose dimension is larger than one, and

its dimension is necessarily 2k.

Lemma 6.13. Let G be an extra-special 2-group of order 22k+1, and let (π,Kπ) be the unique irreducible
representation G of dimension 2k. Let j be an anti-unitary on Kπ satisfying j2 = ε ∈ {1,−1} and
jπ(g) = π(g)j for all g ∈ G, and let ζ be a third root of unity. Let χ be a bicharacter of G determined by
π(g)π(h) = χh(g)π(h)π(g). Then

(K = Kπ, V = π, UK = π, j1 = j, j2 = εζj, χ, l = 0),

is an admissible tuple.

Proof. We will show only Eq.(3.21),(3.33),(4.1),(4.2),(4.3),(4.4) because the other conditions are easy to

verify. Recall that we have n = |G| = 22k+1
, m = 2k, d = 2k+1

.

Since ghg−1h−1 ∈ Z(G) ∼= Z2, Eq.(3.21) holds. Since d2 = 2n, Eq.(4.1) is automatically satis�ed.

Since l = 0, Eq.(4.3) is automatically satis�ed, and the left-hand sides of Eq.(4.2) and Eq.(4.4) are 0. Since

π⊗ π⊗ π contains no trivial representation, the right-hand side of Eq.(4.4) is 0. For an orthonormal basis

{Ti}2k

i=1 of K = Kπ, let

π(g) =
2k∑

i,j=1

π(g)ijTiT
∗
j .

Then

1

d

∑
h∈G

〈UK(h)T ′′, j1(T )〉j1(UK(h)T ′)

=
1

d

2k∑
i,j,a,b=1

∑
h∈G

π(h)ijπ(h)ab〈Ti, j1(T )〉〈T ′′, Tj〉〈Tb, T ′〉j1(Ta)

=
n

d dim π

2k∑
i,j,a,b=1

δi,aδj,b〈Ti, j1(T )〉〈T ′′, Tj〉〈Tb, T ′〉j1(Ta)

= 〈T ′′, T ′〉j2
1(T ) = ε〈T ′′, T ′〉T,

and the right-hand side of Eq.(4.2) is 0.
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The left-hand side of Eq.(3.33) is π(g)⊗ π(g). On the other hand, the right-hand side of Eq.(3.33) is

1

d

2k∑
i,j,x,y=1

∑
h∈G

χh(g)π(h)ijπ(h)xyTiT
∗
x ⊗ j1TjT

∗
y j
∗
1

=
1

d

2k∑
i,j,x,y=1

∑
h∈G

π(ghg−1)ijπ(h)xyTiT
∗
x ⊗ j1TjT

∗
y j
∗
1

=
1

d

2k∑
i,j,x,y,a,b=1

∑
h∈G

π(g)iaπ(h)abπ(g)jbπ(h)xyTiT
∗
x ⊗ j1TjT

∗
y j
∗
1

=
n

d dim π

2k∑
i,j,x,y,a,b=1

δa,xδb,yπ(g)iaπ(g)jbTiT
∗
x ⊗ j1TjT

∗
y j
∗
1

= π(g)⊗ j1π(g)j∗1

= π(g)⊗ π(g),

which �nishes the proof. �

Proof of Theorem 6.1. We use the same notation as in the above lemma. Since π is irreducible, if j′ is

another anti-unitary on Kπ satisfying j′π(g) = π(g)j′ for any g ∈ G, there exists c ∈ T with j′ = cj.
Choosing a square root c1/2

of c, we get j′ = c1/2jc−1/2
. Therefore the equivalence class of the tuple in

the above lemma is determined by the third root of unity ζ . Theorem 4.9 shows that there are exactly

three C
∗

near-group categories for a given extra-special 2-group G as far as j exists. Therefore to �nish

the proof, it su�ces to show the existence of j satisfying the condition of the above lemma.

When |G| = 8, we have dimπ = 2, and the anti-unitary j with j2 = 1 is unitarily equivalent to the

complex conjugation of C2
. Thus the condition jπ(g) = π(g)j is equivalent to the existence of a real

representation equivalent to π. The dihedral group D8 of order 8 satis�es this condition. When dimπ = 2
and j2 = −1, the condition jπ(g) = π(g)j is equivalent to π(G) ⊂ SU(2). The quaternion group Q8

satis�es this condition.

Now we consider the general case. Note that every extra-special 2-group of order 22k+1
is a central

product of either k copies ofD8, or k−1 copies ofD8 and 1 copy ofQ8 (see [49, Exercise 5.3.7]). Moreover,

the irreducible representation π can be constructed from 2-dimensional irreducible representations of D8

and Q8 by tensor product. Thus there exists j as in the previous lemma with ε = 1 in the former case,

and ε = −1 in the latter case. This �nishes the proof. �

We denote by CG,ζ the C
∗

near-group category arising from the tuple

(K = Kπ, V = π, UK = π, j1 = j, j2 = εζj, χ, l = 0).

Corollary 6.14. The fusion category CG,ζ is group theoretical.

Proof. We may assume CG,ω ⊂ End0(M) and we use the same notation as before. We claim that there

exists an abelian normal subgroup H / G of order 2k+1
with Z(G) ⊂ H and χh1(h2) = 1 for any

h1, h2 ∈ H . Indeed, since G is a central product of copies of D8 and Q8, it su�ces to verify the claim for

G = D8 and G = Q8, which is straightforward.

Let MH
and NH

be the �xed point algebras

{x ∈M ; αh(x) = x, ∀h ∈ H},
{x ∈ N ; α′h(x) = x, ∀h ∈ H}.
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We claim MH = N oα′ H . Indeed, we have MH ⊂MZ(G) = N oα′ G, and every element in N oα′ G is

uniquely expands as ∑
g∈G

U(g)ρ(xg).

Thus Eq.(3.22) implies N oα′ H ⊂MH
. Since,

[MH : N ] = [M : N ]/|H| = 2k+1 = |H| = [N oα′ H : N ],

we get the claim.

Let ν : MH ↪→M and µ : N ↪→MH
be the inclusion maps. Then we have ρ = νµρ0, and the image

of ρ0ν is NH
. By the duality between the crossed product inclusion N ⊂ N oα′ H = MH

and the �xed

point algebra inclusion NH ⊂ N , the endomorphism µρ0ν ∈ End0(MH) contains an automorphism, say

θ ∈ Aut(MH). Thus the Frobenius reciprocity implies that [µρ0] = [θν] and we get [ρ] = [νθν].
Since H is abelian, the endomorphism νν is decomposed into automorphisms, and so is νρν. Since αg

normalizes αH , it globally preserves MH
, and there exists βg ∈ Aut(MH) satisfying αgν = νβg. This

implies that ναgν = ννβg is decomposed into automorphisms too. Thus the fusion category generated

by νρν and ναgν is a pointed category, which is categorically Morita equivalent to CG,ζ . �

Remark 6.15. Let the notation be as in the above proof.

(1) The subgroup H is not unique. For D8, there are three possibilities; two of them are isomorphic

to Z2 × Z2 and the other is isomorphic to Z4. For Q8 there are three possibilities, and they are all

isomorphic to Z4.

(2) Let L be the group generated by the automorphisms contained in νρν and ναgν in Out(MH).
Since the global dimension of CG,ζ is |G|+ d2 = 22k+1 × 3, the order of L is 22k+1 × 3. The group

Z2k
2 oSL(2, 2) ∼= Z2k

2 oS3 is a canonical candidate of L as we see below. When k = 1, this group

is isomorphic to S4.

Example 6.16. Let F2 be the �nite �eld of order 2, and we consider the following subgroups of SL(2 +
k, 2):

L = {

 x y a
z u b
0Tk 0Tk Ik

 ∈ SL(2 + k, 2); a, b ∈ Fk2,
(
x y
z u

)
∈ SL(2, 2)},

A = {

 1 y a
0 1 0k

0Tk 0Tk Ik

 ∈ SL(2 + k, 2); y ∈ F2, a ∈ Fk2}.

Then L ∼= Z2k
2 o SL(2, 2) ∼= Z2k

2 oS3 and A ∼= Zk+1
2 . The normalizer of A in L is

NL(A) = {

 1 y a
0 1 b

0Tk 0Tk Ik

 ∈ L; a, b ∈ Fk2, y ∈ F2},

and NL(A) = AoK with

K = {

 1 0 0k
0 1 b

0Tk 0Tk Ik

 ∈ L; b ∈ Fk2} ∼= Zk2.
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Let

B = {

 1 0 a
0 1 0k

0Tk 0Tk Ik

 ∈ SL(2 + k, 2); a ∈ Fk2}.

Let P be a type III factor and let β : L → Aut(P ) be a map that induces an injective homomorphism

from L into Out(P ). We assume that the restriction of β to A is an action and βk normalizes βA for any

k ∈ K . Let M = P oβ A, and let ν : P ↪→M be the inclusion map, let

f =

 0 1 0k
1 0 0k

0Tk 0Tk Ik

 ∈ L,
and let θ = βf . We claim that ρ = νθν generates a C

∗
near-group category with a noncommutative G

with |G| = 22k+1
. Indeed, since f−1 = f , the endomorphism ρ is self-conjugate. Since

dim(ρ, ρ) = dim(ννβf , βfνν) =
∑
g,h∈A

(βfgf , βh) = 1,

ρ is irreducible. Since βk for k ∈ K normalizes βA, it extends to an automorphism β̃k ∈ Aut(M). We

denote by β̂ the dual action of β restricted to A. Then since

f

 1 0 a
0 1 0k

0Tk 0Tk Ik

 f =

 1 0 0k
0 1 a

0Tk 0Tk Ik

 ∈ K,
f

 1 1 a
0 1 0k

0Tk 0Tk Ik

 f =

 1 0 0k
1 1 a

0Tk 0Tk Ik

 =

 1 1 a
0 1 0k

0Tk 0Tk Ik

 f

 1 1 a
0 1 0k

0Tk 0Tk Ik

 ,

we get

[ρ2] = [νθννθν] =
∑
g∈A

[νβfgfν] =
∑
k∈K

[νβkν] +
∑
h∈B

[νβhfhν]

=
∑
k∈K

[β̃kνν] +
∑
h∈B

[νθν] =
∑

τ∈Â, k∈K

[β̃kβ̂τ ] + 2k[ρ].

This shows the claim with G equal to {[β̃kβ̂τ ]}τ∈Â, k∈K ⊂ Out(M), which is an extension

0→ Â→ G→ K → 0.

It is an interesting problem to compute a cohomological invariant for β, and identify it with the third

root of unity ζ in CG,ζ .
The extra-special 2-group G obtained in this way is always a central product of k copies of D8. To

obtain the other type of an extra-special 2-group of the same order, we should replace A with a subgroup

A1 isomorphic to Z4 × Zk−1
2 . For example, we could choose A1 to be the group generated by B and 1 1 0k

0 1 e1

0Tk 0Tk Ik

 , e1 = (1, 0, · · · , 0) ∈ Fk2.

Note that the group G is not uniquely determined by the pair (L,A1), but it also depends on the choice

of β. The pointed category generated by βL carries a cohomology class in H3(L,T). On the other hand,
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there is a restriction map from H3(L,T) to H3(SL(2, 2),T) ∼= Z6. We conjecture that H3(SL(2, 2),T)
parameterizes 6 di�erent C∗ near-group categories CG,ζ with |G| = 22k+1

.

7. Irrational case

In the rest of this note, we investigate the structure of C
∗

near-group categories in the irrational case.

This section is devoted to laying the basis for the classi�cation of such categories.

Assume that we have a C
∗

near group category as in Section 3 with irrational d. Then Theorem

3.9 implies that G is abelian, the multiplicity parameter m is a multiple of n = |G|, and the symmetric

bicharacter 〈·, ·〉 : G × G → T de�ned by 〈g, h〉 = χg(h) is non-degenerate. In what follows, we

use additive notation for G. We have two unitary representations V (g), UK(g) in K, equivalent to the

regular representation of G, and two anti-unitaries j1, j2 satisfying the conditions stated in Section 3. Let

v0(g) = V (g), v1(g) = UK(g), v2(g) = (j1j2)∗UK(g)j1j2, and w = j1j2. Then they satisfy the following

relations: w3 = I , j2
1 = ε ∈ {1,−1}, j1vi(g)j−1

1 = v−i(g), j1wj
−1
1 = w∗, w∗vi(g)w = vi+1(g),

vi+1(g)vi(h) = 〈h, g〉vi(h)vi+1(g),

where i is understood as an element of Z/3Z.

Lemma 7.1. Let G be a �nite abelian group of order n, and let 〈·, ·〉 : G × G → T be a non-degenerate
symmetric bicharacter. Let H(G) be the universal C∗-algebra generated by three unitary representations
v0, v1, v2 of G and a unitary w satisfying the following commutation relations:

(7.1) vi+1(g)vi(h) = 〈h, g〉vi(h)vi+1(g),

(7.2) w∗vi(g)w = vi+1(g),

(7.3) w3 = 1,

where i is understood as an element of Z/3Z. Then there exist exactly 3n irreducible representations ofH(G),
and they are of the following form: The representation space is `2(G) and

(7.4) πa,c(v0(g))f(h) = 〈g, h〉f(h),

(7.5) πa,c(v1(g))f(h) = f(h+ g),

(7.6) πa,c(v2(g))f(h) = a(h)a(h− g)f(h− g),

(7.7) πa,c(w)f(h) =
c√
n

∑
k

a(h)〈h, k〉f(k),

where a : G→ T and c ∈ T satisfy

(7.8) a(g + h)〈g, h〉 = a(g)a(h),

(7.9) c3
∑
g∈G

a(g) =
√
n.

Proof. Note that the dimension of the ∗-algebra generated by v0,v1, v2, and w is 3n3
. Thus it su�ces to

show that there exist 3n irreducible representations ofH(G) of dimension n as above.

Since 〈·, ·〉 is a symmetric 2-cocycle, it is a coboundary and a function a satisfying Eq.(7.8) certainly

exists. We choose one of them and denote it by a. Let a′ : G→ T. Then a′ satis�es Eq.(7.8) if and only if

a′/a is a character, and so there are exactly n such functions.
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For a function f on G, we de�ne its Fourier transform Ff(h) = f̂(h) by

f̂(g) =
1√
n

∑
h∈G

〈g, h〉f(h).

Then Eq.(7.8) implies

(7.10) â(g) = â(0)a(g).

Since the Fourier transform preserves the `2
-norm, we have |â(0)| = 1. Thus for a given a, there exists

exactly three c ∈ T satisfying Eq.(7.1). We choose one of them.

Let µ(g)f(h) = 〈g, h〉f(h) and %(g)f(h) = f(h + g). Then the commutation relations %(g)µ(h) =
〈g, h〉µ(h)%(g) and µ(g)F = F%(g) hold. Let Af(h) = a(h)f(h). Then we have µ(g)AF = AF%(g). To

show that πa,c is a well-de�ned irreducible representation, it su�ces to show c3(AF)3 = 1 because if it is

the case, we can put πa,c(w) = cAF , πa,c(v0(g)) = µ(g), πa,c(v1(g)) = %(g), and

πa,c(v2(g)) = πa,c(w)∗πa,c(v1(g))πa,c(w).

Indeed,

FAFf(g) =
1

n

∑
h,k∈G

〈g, h〉a(h)〈h, k〉f(k) =
1√
n

∑
k∈G

â(g + k)f(k)

=
â(0)√
n

∑
k∈G

a(g + k)f(k) =
â(0)√
n

∑
k∈G

a(g)〈g, k〉a(k)f(k)

= â(0)A∗F∗A∗f(g).

This shows (AF)3 = â(0).

We now show that if πa,c and πa′,c′ are equivalent then (a, c) = (a′, c′). Note that they coincide on

C∗{v0, v1}, which are already irreducible. Thus if they are equivalent, they must coincide onH(G), which

implies (a, c) = (a′, c′). �

Remark 7.2. We always have the following relation:

πa,c(v2(g)) = a(g)πa,c(v1(−g))πa,c(v0(−g)).

We introduce an anti-linear involutive ∗-isomorphism κ ofH(G) by setting

κ(vi(g)) = v−i(g), κ(w) = w−1.

We say that (π, j,K) is a covariant representation of (H(G), κ) if (π,K) is a representation ofH(G) and

j is an anti-unitary of K such that π(κ(x)) = jπ(x)j−1
holds for all x ∈ H(G) and j2 = ε is a scalar. We

say that a covariant representation is even (resp. odd) if ε = 1 (resp. ε = −1). We would like to classify

all even and odd covariant representations.

We �x a : G→ T satisfying Eq.(7.8) and a(g) = a(−g) for all g ∈ G, and set aχ(g) = a1(g)χ(g) for

all χ ∈ Ĝ. Let cχ,i, i = 0, 1, 2 be the three solutions of Eq.(7.1) for aχ. Note that âχ(0) = âχ−1(0) holds.

Indeed, choosing h ∈ G satisfying χ(g) = 〈g, h〉 for all g ∈ G, we obtain

âχ(0) = â(−h) = â(0)a(−h) = â(0)a(h) = â(h) = âχ−1(0).

Thus we may and do assume cχ,i = cχ−1,i.

Let (π,K) be a representation ofH(G). Then Lemma 7.1 shows that up to unitary equivalence, we

may assume the following: K = `2(G)⊗K0, π(v0(g)) = µ(g)⊗ I , π(v1(g)) = %(g)⊗ I ,

π(w) =
∑
g∈G

(eg ⊗ CA(g))(F ⊗ I),
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where eg is the projection from `2(G) onto Cδg. K0 is decomposed as

K0 =
⊕

χ∈Ĝ, i=1,2,3

Kχ,i

and A(g)|Kχ,i = aχ(g)I , C|Kχ,i = cχ,iI .

Let j be an anti-linear unitary of K satisfying j2 = ε. Then (π,K, j) is a covariant representation of

(H(G), j) if and only if

(7.11) jπ(v0(g)) = π(v0(g))j,

(7.12) jπ(w) = π(w)−1j.

Indeed, it is clear that the two conditions Eq.(7.11),(7.12) are necessary. Assume conversely that they are

satis�ed. Then

jπ(v1(g))j−1 = jπ(w)−1π(v0(g))π(w)j−1 = π(w)jπ(v0(g))j−1π(w)−1

= π(w)π(v0(g))π(w)−1 = π(v2(g)),

which shows that (π,H, j) is a covariant representation.

The equation Eq.(7.11) is equivalent to the condition that there exists a family of anti-unitaries j(g)
on H such that jδh⊗ ξ = δ−h⊗ j(h)ξ. The condition j2 = ε is equivalent to j(−g)j(g) = ε. Under these

conditions, we have

(7.13) jπ(w)δh ⊗ ξ =
1√
n
j
∑
k∈G

〈k, h〉δk ⊗ CA(k)ξ =
1√
n

∑
k∈G

〈k, h〉δ−k ⊗ j(k)CA(k)ξ,

(7.14) π(w)−1jδh ⊗ ξ = π(w)−1δ−h ⊗ j(−h)ξ =
1√
n

∑
k∈G

〈k, h〉δ−k ⊗ A(−h)∗C∗j(h)ξ.

Thus Eq.(7.12) is equivalent to

(7.15) j(k)CA(k) = A(−h)∗C∗j(h).

We claim that Eq.(7.15) is equivalent to the following two:

(7.16) j(0)C = C∗j(0),

(7.17) j(h) = A(−h)j(0) = j(0)A(h)∗.

Assume Eq.(7.15) �rst. Then for h = k = 0, we get Eq.(7.16). This together with Eq.(7.15) for the case

k = 0 and the case h = 0 implies Eq.(7.17). It is straightforward to show that Eq.(7.16) and (7.17) imply

Eq.(7.15), and the claim is shown. Assuming these equivalent conditions, we known that j(−h)j(h) = ε
is equivalent to j(0)2 = ε.

Summing up the above argument, now we have the following lemma:

Lemma 7.3. Every even covariant representation of (H(G), κ) is a direct sum of the following covariant
representations (π,H, j):

(1) H = `2(G), π = πχ,c with χ2 = 1, and jδh = aχ(h)δ−h.
(2) H = `2(G)⊕ `2(G), π = πχ,c ⊕ πχ−1,c with χ2 6= 1 and

j(xδh ⊕ yδk) = yaχ−1(k)δ−k ⊕ xaχ(h)δ−h.
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Every odd covariant representation of (H(G), κ) is a direct sum of the following covariant representations
(π,H, j): H = `2(G)⊕ `2(G), π = πχ,c ⊕ πχ−1,c and

j(xδh ⊕ yδk) = −yaχ−1(k)δ−k ⊕ xaχ(h)δ−h.

We get back to the C
∗

near-group category C with irrational d. We may identify K with `2(G)⊗K0

as above. We denote by Th(ξ) ∈ K the element corresponding to δh ⊗ ξ.

Lemma 7.4. For a given C∗ near group category with a �nite abelian group G and irrational d as in Section
3, there exist a non-degenerate symmetric bicharacter 〈·, ·〉 : G×G→ T, an anti-unitary J , and mutually
commuting unitaries A(g), C acting on K0 satisfying J2 = ε, JC = C∗J , JA(g) = A(−g)∗J ,

A(g)A(h) = 〈g, h〉A(g + h),

1√
n

∑
g∈G

A(g) = C−3,

V (g)Th(ξ) = 〈g, h〉Th(ξ),

UK(g)Th(ξ) = Th−g(ξ),

j1(Th(ξ)) = T−h(A(−h)Jξ),

j2(Th(ξ)) =
ε√
n

∑
k∈G

〈h, k〉Tk(C∗Jξ),

j1j2(Th(ξ)) =
1√
n

∑
k∈G

〈h, k〉Tk(CA(k)ξ),

j2j1(Th(ξ)) =
1√
n

∑
k∈G

〈h, k〉Tk(C∗A(h)∗ξ),

(j2 ◦ j−1
1 )UK(g)(j2 ◦ j−1

1 )∗Th(ξ)

= Th+g(A(g + h)A(h)∗ξ) = UK(−g)V (−g)Th(A(g)ξ).

Moreover we can choose an orthonormal basis {et}t∈Λ ofK0 with an involution Λ 3 t 7→ t ∈ Λ satisfying
A(g)et = a(g)χt(g)et, and Cet = ctet, Jet = εtet with

(1) a(−g) = a(g), a(g)a(h) = 〈g, h〉a(g + h),
(2) χt ∈ Ĝ, χt = χ−1

t ,
(3) ct = ct,

∑
g∈G a(g)χt(g) =

√
nc−3

t ,
(4) εt ∈ {1,−1}, εtεt = ε.

When ε = 1, we can arrange the basis so that εt = 1 for all t ∈ Λ.

Now we determine the form of ρ(Tg(ξ)). Since ρ(Tg(ξ)) = ρ(U(−g))ρ(T0(ξ)), we have

l(Tg(ξ)) = ((j2 ◦ j−1
1 )UK(−g)(j2 ◦ j−1

1 )∗ ⊗ UK(−g))l(T0(ξ))

= (AUK(g)A∗ ⊗ UK(−g))l(T0(ξ)),

where ATh(ξ) = Th(A(h)ξ). Thus l(Tg(ξ)) is determined by l(T0(ξ)). Moreover, l(T0(ξ)) satis�es

αg(l(T0(ξ))) = l(T0(ξ)) and UK(g)l(T0(ξ))UK(g)∗ = l(T0(ξ)). Let Kh be the linear span of {Th(ξ); ξ ∈
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K0}, and let Qh be the projection fromK ontoKh. This notation for h = 0 is consistent with the previous

one as we identify ξ ∈ K0 in the previous sense with T0(ξ) in what follows. Then

l(T0(ξ)) =
∑
k∈G

l(T0(ξ))Qk =
∑
k∈G

l(T0(ξ))UK(−k)Q0UK(k)

=
∑
k∈G

UK(−k)l(T0(ξ))Q0UK(k).

Therefore ρ(Tg(ξ)) is determined by l(T0(ξ))Q0 ∈ K2K∗0.

Since αg(l(T0(ξ))Q0) = l(T0(ξ))Q0, we have

l(T0(ξ))Q0 ∈
⊕
h∈G

KhK−hK∗0,

and there exists a family of linear maps Bh : K0 → K0K0K∗0 satisfying

l(T0(ξ))Q0 =
∑
h∈G

(UK(−h)⊗ UK(h))(A(h)⊗ I)Bh(ξ).

Now we can write down l(Tg(ξ)) in terms of Bh(ξ).

Lemma 7.5. There exists a family of linear maps Bh : K0 → K2
0K∗0 satisfying

(7.18) l(Tg(ξ)) =
∑
h,k

〈g, k〉(UK(−h− k)⊗ UK(h))(A(h)⊗ I)Bg+h(ξ)UK(k).

Proof. This follows from

l(Tg(ξ)) =
∑
h,k

(
AUK(g)A∗UK(−k)⊗ UK(−g)

)
× (UK(−h)⊗ UK(h))(A(h)⊗ I)Bh(ξ)UK(k)

=
∑
h,k

(UK(−h− k)⊗ UK(h))(A(h+ k)A(g + h+ k)∗A(h+ g)⊗ I)Bg+h(ξ)UK(k)

=
∑
h,k

〈g + h, k〉(UK(−h− k)⊗ UK(h))(A(h+ k)A(k)∗ ⊗ I)Bg+h(ξ)UK(k)

=
∑
h,k

〈g, k〉(UK(−h− k)⊗ UK(h))(A(h)⊗ I)Bg+h(ξ)UK(k).

�

8. Polynomial eqations for the irrational case

Let G be a �nite abelian group of order n, let m be a multiple of n, and let ε ∈ {1,−1}. Let 〈·, ·〉, K,

K0, A(g), C , and J satisfy the conditions in the statement of Lemma 7.4, and let Bg : K0 → K0K0K∗0 be a

linear map. We de�ned l → KKK∗ by Eq.(7.18). We will deuce the polynomial equations classifying the

corresponding C
∗

near-group categories in terms of the above data. We set

B̂g(ξ) =
1√
n

∑
h∈G

〈g, h〉Bh(ξ).

Lemma 8.1. Eq.(3.14), (3.15), (3.16), and (3.17) are equivalent to
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(8.1)

∑
s,h

T0(Jes)
∗T0(es)

∗Bh(ξ) = −
√
n

d
T0(C∗Jξ)∗.

(8.2)

∑
h

Bh+q(η)∗Bh+p(ξ) = δp,q〈ξ, η〉Q0 −
1

d
T0(C∗Jη)T0(C∗Jξ)∗.

(X(h)⊗X(h))B−g(X(h)∗A(−g)Jξ)X(h)∗(8.3)

=
∑
s,t

Bg(ξ)
∗T0(es)T0(et)T0(Jet)T0(es)

∗.

(8.4) B̂g(ξ) =
∑
s

T0(es)Bg(C
∗Jξ)∗T0(Jes)

Proof. Eq.(3.14) is

0 =
εn

d
j2(Tg(ξ))

∗Q0 +
∑
l,s

j1(Tl(es))
∗Tl(es)

∗l(Tg(ξ))

=

√
n

d
T0(C∗Jξ)∗ +

∑
l,s

T−l(A(−l)Jes)∗Tl(es)∗l(Tg(ξ))

=

√
n

d
T0(C∗Jξ)∗ +

∑
l,s

T0(A(−l)Jes)∗T0(es)
∗(A(l)⊗ I)Bg+l(ξ)

=

√
n

d
T0(C∗Jξ)∗ +

∑
l,s

T0(JA(l)∗es)
∗T0(A(l∗)es)

∗Bg+l(ξ)

=

√
n

d
T0(C∗Jξ)∗ +

∑
l,s

T0(Jes)
∗T0(es)

∗Bg+l(ξ).

Eq.(3.15) is

δp,q〈ξ, η〉Q = l(Tq(η))∗l(Tp(ξ)) +
n

d

∑
k

Qkj2(Tq(η))j2(Tp(ξ))
∗Qk

=
∑
h,k

〈p− q, k〉UK(k)∗Bh+q(η)∗Bh+p(ξ)UK(k)

+
1

d

∑
k

〈p− q, k〉Tk(C∗Jη)Tk(C
∗Jξ)∗,

which is equivalent to∑
h

Bh+q(η)∗Bh+p(ξ) = δp,q〈ξ, η〉Q0 −
1

d
T0(C∗Jη)T0(C∗Jξ)∗.
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Eq.(3.16) is

l(T−g(A(−g)Jξ)) =
∑
h,k,s,t

l(Tg(ξ))
∗Th+k(es)T−h(et)Th(A(h)Jet)Th+k(es)

∗

=
∑
h,k,s,t

〈g, k〉UK(k)∗Bg+h(ξ)
∗T0(A(h)∗es)T0(et)Th(A(h)Jet)T0(es)

∗UK(h+ k)

=
∑
h,k,s,t

〈g, h+ k〉UK(h+ k)∗Bg−h(ξ)
∗

× T0(A(−h)∗es)T0(et)T−h(A(−h)Jet)T0(es)
∗UK(k)

=
∑
h,k,s,t

〈g, h+ k〉(UK(−h− k)⊗ UK(h))(I ⊗ A(−h))Bg−h(ξ)
∗

× T0(es)T0(et)T0(Jet)T0(es)
∗A(−h)∗UK(k),

which is equivalent to

(A(h)⊗ I)Bh−g(A(−g)Jξ)

= 〈g, h〉(I ⊗ A(−h))Bg−h(ξ)
∗
∑
s,t

T0(es)T0(et)T0(Jet)T (es)
∗A(−h)∗.

Replacing g with g + h, we get

〈h, h〉(A(h)⊗ A(−h)∗)B−g(A(−h)A(−g)Jξ)A(−h)

= Bg(ξ)
∗
∑
s,t

T0(es)T0(et)T0(Jet)T0(es)
∗.

Eq.(3.17) is

l(j2(Tg(ξ))) =
∑
l,s

Tl(es)l(Tg(ξ)
∗)T−l(A(−l)Jes)

=
∑
h,k,s

〈g + h, k〉T−h−k(es)UK(−k)Bg+h(ξ)
∗(A(k)A(h+ k)∗)T0(A(h+ k)Jes)UK(−h)

=
∑
h,k,s

〈g + h, k〉T−h−k(es)UK(−k)Bg+h(ξ)
∗T0(A(k)Jes)UK(−h)

=
∑
h,k,s

〈g − k, h〉(UK(−h− k)⊗ UK(h))T0(es)Bg−k(ξ)
∗T0(A(−h)Jes)UK(k)

= ε
∑
h,k,s

〈g − k, h〉(UK(−h− k)⊗ UK(h))T0(A(h)Jes)Bg−k(ξ)
∗T0(es)UK(k).
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The left-hand side is

ε√
n

∑
l

〈g, l〉l(Tl(C∗Jξ))

=
ε√
n

∑
l

〈g, l〉
∑
h,k

〈l, k〉(Uk(−h− k)⊗ UK(h))(A(h)⊗ I)Bh+l(C
∗Jξ)UK(k)

=
ε√
n

∑
h,k,l

〈g − k, l − h〉(Uk(−h− k)⊗ UK(h))(A(h)⊗ I)Bl(C
∗Jξ)UK(k)

= ε
∑
h,k

〈g − k, h〉(Uk(−h− k)⊗ UK(h))(A(h)⊗ I)B̂g−k(C
∗Jξ)UK(k),

which shows that Eq.(3.17) is equivalent to

B̂g(C
∗Jξ) =

∑
s

T0(Jes)Bg(ξ)
∗T0(es).

�

Remark 8.2. By Fourier transform, Eq.(8.1) and (8.2) are equivalent to the following two:

(8.5)

∑
s

T0(Jes)
∗T0(es)

∗B̂0(ξ) = −1

d
T0(C∗Jξ)∗,

(8.6) B̂h(η)∗B̂h(ξ) =
〈ξ, η〉
n

Q0 −
δh,0
d
T0(C∗Jη)T0(C∗Jξ)∗.

Eq.(8.3) is equivalent to the following two:

(8.7) Bg(A(h)ξ) = (A(h)⊗ A(h))Bg(ξ)A(h)∗,

(8.8) Bg(ξ)
∗ = ε

∑
s,t

T0(es)T0(Jet)
∗T0(et)

∗T0(es)
∗B−g(A(−g)Jξ).

Eq.(8.4) is the equivalent to the following under the presence of Eq.(8.8):

B̂g(ξ)(8.9)

= ε
∑
s,t,r

(
T0(et)

∗T0(es)
∗B−g(A(−g)Cξ)T0(er)

)
T0(Jer)T0(es)T0(Jet)

∗.

Note that T0(et)
∗T0(es)

∗B−g(A(−g)Cξ)T0(er) is already a scaler.

Lemma 8.3. Eq.(3.33) is equivalent to

(8.10)

∑
r

B̂g(er)B̂g(er)
∗ =

1

n
Q0 ⊗Q0 −

δg,0
d

∑
s,t

T0(es)T0(Jes)T0(Jet)
∗T0(et)

∗.

Proof. Note that we have

U(g) =
∑
h

〈g, h〉ShS∗h +
∑
h,t

Th−g(et)Th(et)
∗.
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In view of the proof of Lemma 3.15, it su�ces to show that the above equality is equivalent to

j2 ◦ j−1
1 UK(g)(j2 ◦ j−1

1 )∗ ⊗ UK(g) =
∑
l

〈g, l〉Qρ(SlS
∗
l )Q+

∑
l,s

l(Tl−g(es))l(Tl(es))
∗.

The left-hand side is

∑
h,k,s,t

Tg+h(A(g + h)A(h)∗es)Th(es)
∗ ⊗ Tk−g(et)Tk(et)∗

=
∑
h,k,s,t

〈g, h〉Tg+h(A(g)es)Th(es)
∗ ⊗ Tk−g(et)Tk(et)∗.

The �rst term of the right-hand side is

∑
l

〈g, l〉UK(l)ρ(S0S
∗
0)UK(l)∗

=
1

d

∑
l,p,q,s,t

〈g, l〉UK(l)Tp(es)T−p(A(−p)Jes)T−q(A(−q)Jet)∗Tq(et)∗UK(l)∗

=
1

d

∑
l,p,q,s,t

〈g, l〉Tp−l(es)Tq−l(et)∗ ⊗ T−p(A(−p)Jes)T−q(A(−q)Jet)∗

=
1

d

∑
h,k,p,s,t

〈g, h+ k〉Th+k+p(es)Th(et)
∗ ⊗ T−p(A(−p)Jes)Tk(A(k)Jet)

∗

=
1

d

∑
h,k,p,s,t

〈g, h+ k〉Th+p(es)Th(et)
∗ ⊗ Tk−p(A(k − p)Jes)Tk(A(k)Jet)

∗

The second term of the right-hand side is

∑
h,k,k′,l,s

(UK(−h− k′)⊗ UK(k′))(〈l − g, h〉A(k′)⊗ I)Bk′+l−g(es)

×Bl+k(es)
∗(〈l,−h〉A(k)∗ ⊗ I)(UK(h+ k)⊗ UK(−k))

=
∑

h,k,k′,l,s

〈g, h〉(UK(−h− k′)⊗ UK(k′))(A(k′)⊗ I)

×Bl+k′−k−g(es)Bl(es)
∗(A(k)∗ ⊗ I)(UK(h+ k)⊗ UK(−k))

=
∑

h,k,p,l,s

〈g, h+ k〉(UK(−h− p)⊗ UK(−k + p))(A(p− k)⊗ I)

×Bl+p−g(es)Bl(es)
∗(A(−k)∗ ⊗ I)(UK(h)⊗ UK(k)).
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Thus Eq.(3.33) is equivalent to∑
l,s

Bl+p−g(es)Bl(es)
∗

= δg,p〈g, k〉A(g − k)∗A(g)A(−k)⊗Q0

− 1

d

∑
s,t

T0(A(p− k)∗es)T0(A(−k)∗et)
∗ ⊗ T0(A(k − p)Jes)T0(A(k)Jet)

∗

= δg,pQ0 ⊗Q0 −
1

d

∑
s,t

T0(es)T0(et)
∗ ⊗ T0(Jes)T0(Jet)

∗.

�

Lemma 8.4. Eq.(4.1) is equivalent to

(
m

n
− 1

d
)T0(ξ)(8.11)

=
∑
h,s,t

T0(A(−h)∗C∗Jes)
∗B−h(T0(es)

∗Bh(ξ)T0(et))T0(C∗Jet).

Proof. The left-hand side of Eq.(4.1) for Ti = Th+k(es) and Tj = Tk(et) is

1

d

∑
h,k,s,t

j2(Th+k(es))
∗l(Th+k(es)

∗l(Tg(ξ))Tk(et))j2(Tk(et))

=
1

nd

∑
h,k,p,q,s,t

〈h+ k, p〉〈g, k〉〈k, q〉

× Tp(C∗Jes)∗l(UK(h)∗T0(A(h)∗es)
∗Bg+h(ξ)T0(et))Tq(C

∗Jet)

=
1

d

∑
h,q,s,t

〈h, q − g〉Tq−g(C∗Jes)∗l(T−h(T0(A(h)∗es)
∗Bg+h(ξ)T0(et)))Tq(C

∗Jet)

=
1

d

∑
h,q,s,t

〈h, g〉UK(−g)

× T0(A(−g)∗C∗Jes)
∗B−h−g(T0(A(h)∗es)

∗Bg+h(ξ)T0(et))T0(C∗Jet)

=
n

d

∑
h,s,t

〈g − h, g〉UK(−g)

× T0(A(−g)∗C∗Jes)
∗B−h(T0(A(h− g)∗es)

∗Bh(ξ)T0(et))T0(C∗Jet)

=
n

d

∑
h,s,t

〈g − h, g〉UK(−g)

× T0(A(−g)∗A(g − h)∗C∗Jes)
∗B−h(T0(es)

∗Bh(ξ)T0(et))T0(C∗Jet)

=
n

d

∑
h,s,t

UK(−g)T0(A(−h)∗C∗Jes)
∗B−h(T0(es)

∗Bh(ξ)T0(et))T0(C∗Jet).

Since

d

n
(1− 2n

d2
) =

d2 − 2n

nd
=
md− n
nd

=
m

n
− 1

d
,

we get the statement. �
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Lemma 8.5. Eq.(4.2) is equivalent to

δg,0〈η, ζ〉T0(ξ)− 1

d
〈ξ, ζ〉T0(η)(8.12)

=
∑
h,s

T0(Jη)∗Bg−h(es)T0(C∗JBh(ξ)
∗T0(A(h)∗C∗ζ)T0(es)).

Eq.(4.3) is equivalent to

εC∗A(k)∗T0(A(−k)∗ζ)∗Bg−k(ξ)T0(η)(8.13)

=
1√
n

∑
h

〈g, h〉Bh−k(ζ)∗T0(C∗A(h)∗η)T0(C∗A(g)∗ξ).

Under the presence of Eq.(8.7), Eq.(4.4) is equivalent to∑
g,t

Bg(T0(A(−g − h)∗ζ)∗B−g−h(ξ)T0(et))Bg+k(et)
∗T0(η)(8.14)

= 〈h, k〉Bk(A(−h)∗ζ)∗T0(η)B−h(ξ)−
ε

d
√
n
〈C∗ξ, ζ〉K0

∑
t

T0(et)T0(Jet)T0(Jη)∗.

Proof. We set T = Tg(ξ), T
′ = Tg′(η), and Tg′′(ζ) in Eq.(4.2), (4.3, (4.4)). Then the left-hand side of

Eq.(4.2)is∑
i

Tg′(η)∗l(Ti)j2(l(Tg(ξ))
∗j2(Tg′′(ζ))Ti)

=
∑
h,k,s

Tg′(η)∗l(T−h(es))j2(l(Tg(ξ))
∗ ε√

n
〈g′′, h+ k〉Th+k(C

∗Jζ)T−h(es))

=
ε√
n

∑
h,k,s

〈g′′, h+ k〉〈k, g〉Tg′(η)∗l(T−h(es))j2(Tk(Bg+h(ξ)
∗T0(A(h)∗C∗Jζ)T0(es)))

=
1

n

∑
h,k,f,s

〈g + g′′ − f, k〉〈h, g′′〉

× Tg′(η)∗l(T−h(es))Tf (C
∗JBg+h(ξ)

∗T0(A(h)∗C∗Jζ)T0(es))

=
∑
h,k,s

〈h, g′′〉Tg′(η)∗l(T−h(es))Tg+g′′(C
∗JBg+h(ξ)

∗T0(A(h)∗C∗Jζ)T0(es))

=
∑
h,k,s

〈h, g〉UK(g′ − g′′ − g)T0(A(g′ − g′′ − g)∗η)∗Bg′−g′′−g−h(es)

× T0(C∗JBg+h(ξ)
∗T0(A(h)∗C∗Jζ)T0(es))

=
∑
h,k,s

UK(g′ − g′′ − g)T0(A(g′ − g′′ − g)∗η)∗Bg′−g′′−g−h(es)

× T0(C∗JBg+h(ξ)
∗T0(A(h+ g)∗A(g)C∗Jζ)T0(es))

=
∑
h,k,s

UK(g′ − g′′ − g)T0(A(g′ − g′′ − g)∗η)∗Bg′−g′′−h(es)

× T0(C∗JBh(ξ)
∗T0(A(h)∗A(g)C∗Jζ)T0(es)).
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The right-hand side is

εδg′,g′′〈ζ, η〉Tg(ξ)−
1

d

∑
h

〈Tg′′−h(ζ), T−g(A(−g)Jξ)〉Th−g′(A(h− g′)Jη)

= εδg′,g′′〈ζ, η〉Tg(ξ)−
1

d

∑
h

〈ζ, A(−g)Jξ〉δh,g+g′′Th−g′(A(h− g′)Jη)

= εδg′,g′′〈ζ, η〉Tg+g′′−g′(ξ)−
ε

d
〈ξ, A(g)Jζ〉Tg+g′′−g′(A(g + g′′ − g′)Jη).

Thus we get

δg′,0〈η, ζ〉T0(ξ)− 1

d
〈ξ, A(g)ζ〉T0(A(g − g′)η)

=
∑
h,s

T0(A(g′ − g)∗Jη)∗Bg′−h(es)T0(C∗JBh(ξ)
∗T0(A(h)∗A(g)C∗ζ)T0(es)).

Replacing η with A(g − g′)∗η and ζ with A(g)∗ζ , we get Eq.(8.12).

Note that we have

j2 ◦ j−1
1 (Tg(ξ)) = εj2(T−g(A(−g)Jξ)) =

1√
n

∑
h

〈g, h〉Th(C∗JA(−g)Jξ)

=
ε√
n

∑
h

〈g, h〉Th(C∗A(g)∗ξ).

The left-hand side of Eq.(4.3) is

1

n

∑
h,k

l(Tg′′(ζ))∗〈g′, h+ k〉〈g,−h〉Th+k(C
∗A(g′)∗η)T−h(C

∗A(g)∗ξ)

=
1

n

∑
h,k

〈g′ − g, h〉〈g′ − g′′, k〉UK(−k)Bg′′+h(ζ)∗T0(C∗A(h)∗A(g′)∗η)T0(C∗A(g)∗ξ)

=
1

n

∑
h,k

〈g, h〉〈g′ − g′′, k〉UK(−k)Bg′′+h(ζ)∗T0(C∗A(h+ g′)∗η)T0(C∗A(g)∗ξ)

=
1

n

∑
h,k

〈g, h− g′〉〈g′ − g′′, k〉UK(−k)Bh+g′′−g′(ζ)∗T0(C∗A(h)∗η)T0(C∗A(g)∗ξ)

The right-hand side of Eq.(4.3) is

j2 ◦ j−1
1 (Tg′′(ζ)∗l(Tg(ξ))Tg′(η))

= 〈g′, g〉j2 ◦ j−1
1 (Tg′−g′′(T0(A(g′′ − g′)∗ζ)∗Bg+g′′−g′(ξ)T0(η)))

=
ε〈g′, g〉√

n

∑
k

〈k, g′ − g′′〉Tk(C∗A(g′ − g′′)∗T0(A(g′′ − g′)∗ζ)∗Bg+g′′−g′(ξ)T0(η)).
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Let f = g′ − g′′. Then Eq.(4.3) is equivalent to

εC∗A(f)∗T0(A(−f)∗ζ)∗Bg−f (ξ)T0(η)

=
1√
n

∑
h

〈g, h〉Bh−f (ζ)∗T0(C∗A(h)∗η)T0(C∗A(g)∗ξ).

The left-hand side of Eq.(4.4) is

l(Tg′′(ζ))∗Tg′(η)l(Tg(ξ))

=
∑
k,h

〈g′′, k〉UK(−k)Bg′′+h(ζ)∗(A(h)∗UK(h+ k)⊗ UK(−h))Tg′(η)l(Tg(ξ))

=
∑
k,h

〈g′′, k〉UK(−k)Bg′′+h(ζ)∗Tg′−h−k(A(h)∗η)UK(−h)l(Tg(ξ))

=
∑
k

〈g′′, k〉UK(−k)Bg′+g′′−k(ζ)∗T0(A(g′ − k)∗η)UK(k − g′)l(Tg(ξ))

=
∑
k,k′,h′

〈g, k′〉〈g′′, k〉UK(−k)Bg′+g′′−k(ζ)∗T0(A(g′ − k)∗η)UK(k − g′)

× (UK(−h′ − k′)A(h′)⊗ UK(h′))Bg+h′(ξ)UK(k′)

=
∑
k,k′

〈g, k′〉〈g′′, k〉UK(−k)Bg′+g′′−k(ζ)∗T0(A(g′ − k)∗η)

× (A(k − k′ − g′)⊗ UK(k − k′ − g′))Bg−g′+k−k′(ξ)UK(k′)
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The �rst term of the right-hand side is∑
f,t

l(Tg′′(ζ)∗l(Tg(ξ))Tf (et))l(Tf (et))
∗Tg′(η)

=
∑
f,t,h

〈g, f〉l(Tg′′(ζ)∗(UK(−h− f)A(h)⊗ UK(h))Bg+h(ξ)T0(et))l(Tf (et))
∗Tg′(η)

=
∑
f,t

〈g, f〉l(UK(g′′ − f)T0(A(g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))l(Tf (et))
∗Tg′(η)

=
∑
f,t,p,q

〈g, f〉〈q, f − g′′〉(UK(−p− q)A(p)⊗ UK(p))

×Bf−g′′+p(T0(A(g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))UK(q)l(Tf (et))
∗Tg′(η)

=
∑

f,t,p,q,r

〈g, f〉〈q, g′′〉(UK(−p− q)A(p)⊗ UK(p))

×Bf−g′′+p(T0(A(g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))UK(q)

× UK(−q)Bf+r(et)
∗(A(r)∗UK(r + q)⊗ UK(−r))Tg′(η)

=
∑
f,t,p,r

〈g, f〉〈r − g′, g′′〉(UK(−p+ r − g′)A(p)⊗ UK(p))

×Bf−g′′+p(T0(A(g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))Bf+r(et)
∗T0(A(r)∗η)UK(−r)

=
∑
f,t,k,r

〈g, f〉〈r − g′, g′′〉(UK(−k)A(k + r − g′)⊗ UK(k + r − g′))

×Bf+k+r−g′−g′′(T0(A(g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))Bf+r(et)
∗T0(A(r)∗η)UK(−r)

=
∑
f,t,k,k′

〈g, f〉〈k′ + g′, g′′〉(UK(−k)A(k − k′ − g′)⊗ UK(k − k′ − g′))

×Bf+k−k′−g′−g′′(T0(A(g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))Bf−k′(et)
∗T0(A(−k′)∗η)UK(k′)

The second term of the right-hand side is

1

d

∑
h,k,t

〈V (h)j2 ◦ j−1
1 (Tg(ξ)), Tg′′(ζ)〉K

× UK(h)Th+k(et)j1(Th+k(et))j1(UK(h)∗Tg′(η))∗

=
ε

d
√
n

∑
h,k,t

〈h, g′′〉〈g, g′′〉〈C∗A(g)∗ξ, ζ〉K0

× Tk(et)T−h−k(A(−h− k)Jet)T−h−g′(A(−h− g′)Jη)∗

=
ε

d
√
n

∑
k,k′,t

〈k′ + g′, g′′〉〈g, g′′〉〈C∗A(g)∗ξ, ζ〉K0

× Tk(et)Tg′−k+k′(A(g′ − k + k′)Jet)Tk′(A(k′)Jη)∗.
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Thus we get ∑
f,t

〈g, f〉Bf+k−k′−g′−g′′(T0(A(g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))

×Bf−k′(et)
∗T0(A(−k′)∗η)

ε

d
√
n
〈g, g′′〉〈C∗A(g)∗ξ, ζ〉K0

∑
t

T0(et)T0(Jet)T0(A(k′)Jη)∗

= 〈g′, g′′〉〈g + g′′, k′〉〈g′′, k〉A(k − k′ − g′)∗Bg′+g′′−k(ζ)∗T0(A(g′ − k)∗η)

× A(k − k′ − g′)Bg−g′+k−k′(ξ)

= 〈g′, g′′〉〈g + g′′, k′〉〈g′′, k〉Bg′+g′′−k(A(k − k′ − g′)∗ζ)∗

× T0(A(k − k′ − g′)∗A(g′ − k)∗η)Bg−g′+k−k′(ξ)

= 〈g′′, g′ − k + k′〉〈g, k′〉〈k − k′ − g′,−g′ + k〉
×Bg′+g′′−k(A(k − k′ − g′)∗ζ)∗T0(A(−k′)∗η)Bg−g′+k−k′(ξ),

where we used Eq.(8.7). Replacing k, η, and ζ with k′′ + k′ + g′, A(−k′)η, and A(g)∗ζ respectively, and

multiplying 〈g, g′′〉 make the �rst term of the left-hand side of this as∑
f,t

Bf+k′′−g′′(T0(A(g + g′′ − f)∗ζ)∗Bg+g′′−f (ξ)T0(et))Bf−k′(et)
∗T0(η)

=
∑
x,t

Bx(T0(A(g + k′′ − x)∗ζ)∗Bg+k′′−x(ξ)T0(et))Bx−k′′−k′+g′′(et)
∗T0(η).

The second term becomes

ε

d
√
n
〈C∗ξ, ζ〉K0

∑
t

T0(et)T0(Jet)T0(Jη)∗.

The right-hand side becomes

〈g′′, k′′〉〈g, k′ − g′′〉〈k′′, k′ + k′′〉Bg′′−k′′−k′(A(k′′)∗A(g)∗ζ)∗T0(η)Bg+k′′(ξ)

= 〈g, k′′〉〈g′′, k′′〉〈g, k′ − g′′〉〈k′′, k′ + k′′〉Bg′′−k′′−k′(A(g + k′′)∗ζ)∗T0(η)Bg+k′′(ξ)

= 〈g′′ − k′ − k′′,−g − k′〉Bg′′−k′′−k′′(A(g + k′′)∗ζ)∗T0(η)Bg+k′′(ξ).

This is equivalent to Eq.(8.14). �

Theorem 4.9 and our computation so far show the following classi�cation theorem.

Theorem 8.6. C∗ near-group categories with a �nite abelian groupG and irrational d is completely classi�ed
by

(ε, 〈·, ·〉,K0, A(g), Bg, C, J)

satisfying the conditions in the statement of Lemma 7.4 and Eq.(8.5)-(8.14) up to equivalence in the following
sense: we say that two tuples

(ε, 〈·, ·〉,K0, A(g), Bg, C, J), (ε′, 〈·, ·〉′,K′0, A′(g), B′g, C
′, J ′)

are equivalent if there exist a unitaryW : K0 → K′0 and a group automorphism ϕ ∈ Aut(G) satisfying
〈g, h〉′ = 〈ϕ(g), ϕ(h)〉, A′(g) = WA(ϕ(g))W ∗, B′ϕ(g)(Wξ)W = (W ⊗W )Bg(ξ), C ′ = WCW ∗, and
J ′ = WJW ∗.

https://maths-proceedings.anu.edu.au/046/intro.pdf


2014 Maui and 2015 Qinhuangdao conferences

in honour of Vaughan F. R. Jones’ 60th birthday

Volume 46 of the Proceedings of the Centre for Mathematics and its Applications

Page 282

Now we assume that an orthonormal basis {et}t∈Λ of K0 satis�es the conditions in Lemma 7.4, and

de�ne bs,tr,p(g) ∈ C by

br,st,u(g) = T (es)
∗T (er)

∗Bg(eu)T (et).

Then we have

Bg(eu) =
∑
r,s,t

br,st,u(g)T0(er)T0(es)T0(et)
∗.

Theorem 8.7. In terms of br.st,u(g), Eq.(8.5)-(8.14) altogether are equivalent to

(8.15)

1√
n

∑
h

〈g, h〉br,st,u(h) = εεrεtcua(g)χu(g)bs,tr,u(g),

(8.16)

∑
r

br,sr,u(0) = −δs,u
d
,

(8.17)

∑
s

br,st,s(0) = −δr,t
d
,

(8.18)

∑
r,t

br,s
′

t,u′(g)br,st,u(g) =
δs,s′δu,u′

n
− δg,0δs,uδs′,u′

d
,

(8.19)

∑
s,u

br,st,u(g)br
′,s
t′,u(g) =

δr,r′δt,t′

n
− δg,0δr,tδr′,t′

d
,

(8.20) χrχs 6= χtχu =⇒ br,st,u(g) = 0, ∀g ∈ G,

(8.21) br,st,u(g) = εsεua(g)χu(g)bt,sr,u(−g),

(8.22) br,st,u(g) = εtεrcrcta(g)χr(g)br,u
t,s

(−g),

(8.23) br,st,u(g) = εrεsεtεuctcrχr(g)χs(g)bt,ur,s(g),

crεr
∑
g,q,s,t

εtctb
v,w
q,s (g)br,u

t,s
(g + h)bp,xq,t (g + k)(8.24)

= εuεwχr(h)χu(h)〈h, k〉
∑
y

bp,yv,r(k)bx,wy,u (h)− cuεpεv
d
√
n
δr,uδw,vδx,p.

Proof. Eq.(8.9) is equivalent to (8.15). Under the presence of this condition, we have equivalence of

Eq.(8.5),(8.6),(8.7),(8.8),(8.10) and Eq.(8.16),(8.18)-(8.21).

Eq.(8.11) is equivalent to

(
m

n
− 1

d
)δp,u =

∑
g,r,s,t

εrεtcrcta(g)χr(g)br,p
t,s

(−g)br,st,u(g),

which follows from Eq.(8.18),(8.21),(8.23). We show, on the other hand, that this together with Eq.(8.18),(8.21)

implies Eq.(8.23). Eq.(8.18) implies∑
s

∑
h

∑
r,r

|br,st,u(g)|2 =
∑
s

∑
h

(
1

n
− δg,0δs,u

d
) =

∑
s

(1− δs,u
d

) =
n

m
− 1

d
.
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In the same way, we have∑
s

∑
h

∑
r,r

|εrεtcrcta(g)χr(g)br,p
t,s

(−g)|2 =
n

m
− 1

d
.

Thus the Cauchy-Schwartz inequality implies

br,p
t,s

(−g) = εrεtctcra(g)χr(g)br,st,u(g),

which together with Eq.(8.21) implies Eq.(8.23).

Although Eq.(8.17),(8.22) are redundant, we put them in the statement to emphasize that the equations

are symmetric in left and right variables. In fact, Eq.(8.17) follows from Eq.(8.16),(8.19), and Eq.(8.22)

follows from Eq.(8.21),(8.23). In the rest of the proof, we assume the conditions we have obtained so far,

and show that Eq.(8.12),(8.13) follow from them, and Eq.(8.14) is equivalent to Eq.(8.24).

Eq.(8.12) is equivalent to

δg,0δr,vδp,u −
δu,rδp,v
d

=
∑
h,s,t

εtεvcrcta(h)χr(h)br,st,u(h)bv,p
t,s

(g − h),

and by Eq.(8.22) and the Fourier transform, the right-hand side is equal to∑
h,s,t

εrεvb
r,u

t,s
(−h)br,p

t,s
(g − h) =

∑
k,s,t

εrεv b̂
r,u

t,s
(k)b̂r,p

t,s
(k).

Thanks to Eq.(8.15),(8.19), this is equal to the left-hand side.

Eq.(8.13) is equivalent to

εcsχr(k)χs(k)br,st,u(g)

= ctcua(g + k)a(k)χu(g + k)χt(k)〈g + k, k〉 1√
n

∑
h

〈g, h〉a(h)χt(h)bt,us,r(h).

Thanks to a(g + k)a(k)〈g + k, k〉 = a(g)a(k)2〈k, k〉 = a(g) and Eq.(8.22), the right-hand side is

ctcua(g)χu(g + k)χt(k)
1√
n

∑
h

〈g, h〉a(h)χt(h)bt,us,r(h)

= εsεtcscua(g)χu(g + k)χt(k)
1√
n

∑
h

〈g, h〉bt,rs,u(−h).

This coincides with the left-hand side thanks to Eq.(8.15),(8.20).

We set ξ = eu, η = ep, ζ = er in Eq.(8.14). Then left-hand side is∑
g,s,t

a(−g − h)χr(−g − h)br,st,u(−g − h)Bg(T0(es))Bg+k(et)
∗T0(ep).

Thanks to Eq.(8.22), this is equal to∑
g,s,t

εtεrctcrb
r,u

t,s
(g + h)Bg(T0(es))Bg+k(et)

∗T0(ep)

=
∑

g,s,t,v,w,x

εtεrctcrb
v,w
q,s (g)br,u

t,s
(g + h)bp,xq,t (g + k)T0(ev)T0(ew)T (ex)

∗.
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The �rst term of the right-hand side is

〈h, k〉a(h)χr(h)Bk(er)
∗T (ep)B−h(eu)

= 〈h, k〉a(h)χr(h)
∑
v,w,x,y

bp,yv,r(k)by,wx,u (−h)T0(ev)T0(ew)T0(ex)
∗

= εu〈h, k〉χu(h)χr(h)
∑
v,w,x,y

εwb
p,y
v,r(k)bx,wy,u (h)T0(ev)T0(ew)T0(ex)

∗,

where we used Eq.(8.21). The second term is

−cuδr,uεp
d
√
n

∑
v,w,x

εvδw,vδx,pT0(ev)T0(ew)T0(ex)
∗.

Thus Eq.(8.14) is equivalent to Eq.(8.24). �

Since 〈·, ·〉 is non-degenerate, there exists unique gr ∈ G for each r ∈ Λ satisfying χr(g) = 〈g, gr〉 for

any g ∈ G.

Lemma 8.8. Eq.(8.15) and (8.23) imply

(8.25) br,st,u(g) = crcucsctb
s,r
u,t(g + gs − gu).

Proof. Assuming Eq.(8.15),(8.20), and (8.23), we get

F−1(br,st,u)(h) = εεrεtcua(h)χu(h)bs,tr,u

= εεrεtcua(h)χu(h)εsεtεrεucrcsχs(h)χt(h)br,us,t (h)

= εεsεucucrcsa(h)χu(h)χt(h)χs(h)br,us,t (h)

= cucrcsctχu(h)χs(h)F−1(bs,ru,t)(h)

= cucrcsct〈h, gu − gs〉F−1(bs,ru,t)(h),

which show the statement. �

We denote by G(A,C, J) the set of all unitaries acting on K0 commuting with A(g), C, J , and call it

the gauge group. An element v in the gauge group acts on the solution of the above polynomial equations

as B′g = (v ⊗ v)Bg(v
∗·)v∗, or equivalently,

b′r
′,s′

t′,u′ (g) =
∑
r,s,t,u

vr′rvs′svt′tvu′ub
r,s
t,u(g).

It is convenient to introduce a matrixB(g) for each g ∈ Gwith an index set Λ×Λ whose

(
(r, t), (s, u)

)
-

entry is br,st,u(g). Then

B(g)∗B(g) = B(g)B(g)∗ =
1

n
I − δg,0

d
δ ⊗ δ,

where δ ∈ CΛ×Λ
is a vector whose (r, t)-component is δr,t. In fact δ is a common eigenvector of B(0) and

B(0)∗ with an eigenvalue −1/d. Thus

√
nB(g) is a unitary for g 6= 0, and

√
nB(0) is a unitary on {δ}⊥.

An element v of the gauge group acts on B(g) as

B′(g) = (v ⊗ v)B(g)(vT ⊗ v∗).
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9. The case of m = |G|

In this section, we give a brief account of the most tractable case m = n among the irrational case,

which was essentially done in [32] and [16]. Since dimK0 = 1, we can choose e ∈ K0 with ‖e‖ = 1 and

Je = e, and so ε = 1. Such e is unique up to sign. We denote Tg = Tg(e). Then V (g)Th = 〈g, h〉Th and

UK(g)Th = Th−g. We can arrange a(g) so that A(g) = a(g)I , and C is a scaler, which we denote by c.
Thus

j1(Th) = a(h)T−h,

j2(Th) =
c√
n

∑
k∈G

〈h, k〉Tk.

There exists b : G→ C satisfying Bg(e) = b(g)T0T0T
∗
0 , and

l(Tg) =
∑
h,k

a(h)b(h+ g)〈g, k〉Th+kT−hT
∗
k .

Theorem 9.1. The C∗ near-group categories with a �nite abelian group G with m = |G| are completely
classi�ed by (〈·, ·〉, a, b, c) satisfying the conditions in the statement of Lemma 7.4 and the following equations
up to the group automorphisms of G.

(9.1) b̂(g) = ca(g)b(−g),

(9.2) b(0) = −1

d
,

(9.3) |b(g)|2 =
1

n
− δg,0

d
,

(9.4) b(g) = a(g)b(−g),

(9.5)

∑
g∈G

b(g + h)b(g + k)b(g) = 〈h, k〉b(h)b(k)− c

d
√
n
.

Proof. Note that replacing e with −e does not change the above equations. Thus the statement follows

from Theorem 8.6 and Theorem 8.7. �

Remark 9.2. We rephrase the equations in the above theorem so that we can easily guess Galois conjugate

solutions in the non-unitary case. We use a parameter c′ = c/
√
n instead of c. For a given pair (〈·, ·〉, a(g)),

the polynomial equations are equivalent to

(9.6) c′
3

=
1

n2

∑
g∈G

a(g),

(9.7) d2 = dn+ n,

(9.8) Rc′b = b,

(9.9) b(0) = −1

d

(9.10) a(g)b(g)b(−g) =
1

n
− δg,0

d
,
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(9.11)

∑
g∈G

a(g)b(−g)b(g + h)b(g + k) = 〈h, k〉−1b(h)b(k)− c′−1

dn
,

(9.12) Jb = b,

(9.13) d > 0,

whereRc′ is a period 3 unitary on `2(G) given by

Rc′f(g) = c′a(g)−1
∑
h∈G

〈g, h〉f(h),

and J is a period 2 anti-unitary on `2(G) given by

J f(g) = a(g)f(−g).

They satisfy JRc′ = R2
c′J , and the eigenspaces ofRc′ are preserved by J . We suspect that the last two

equations come from the unitarity of the category, and the other equations are already good enough to

give near-group categories in the general case. We show that known solutions of the whole equations

have Galois conjugate solutions that satisfy all the equations except for the last two.

Example 9.3. For G = Z2, there is a unique non-degenerate symmetric bicharacter 〈g, h〉 = (−1)gh,

and there is unique a(g) up to complex conjugate given by a(1) = i. Then there is a unique solution of

Eq.(9.6)-(9.13):

c′ =
e−

7πi
12

√
2

=
1−
√

3− (1 +
√

3)i

4
, d = 1 +

√
3,

b(1) =
e−

πi
4

√
2

=
1− i

2
.

For only Eq.(9.6)-(9.11), there is another solution

c′ =
e
πi
12

√
2

=
1 +
√

3 + (
√

3− 1)i

4
, d = 1−

√
3,

b(1) =
e−

πi
4

√
2

=
1− i

2
.

Example 9.4. For G = Z3, there is a unique non-degenerate symmetric bicharacter up to complex

conjugate, and we consider 〈g, h〉 = ζgh3 , where ζn = e
2πi
n . For this there is a unique a(g) given by

a(1) = a(2) = ζ3. For this pair, there exists a unique solution of Eq.(9.6)-(9.13) up to group automorphism

given by

c′ =
e
πi
6

√
3

=
1

2
+

√
3i

6
∈ Q(ζ3), d =

3 +
√

21

2
,

b(1) = ζ3

(−3 +
√

21

12
+

√
3 +
√

21

2

i

2
√

3

)
, b(2) = ζ3

(−3 +
√

21

12
−

√
3 +
√

21

2

i

2
√

3

)
.

For only Eq.(9.6)-(9.11), there is another solution

c′ =
e
πi
6

√
3

=
1

2
+

√
3i

6
, d =

3−
√

21

2
,
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b(1) = ζ3

(−3−
√

21

12
+

√
−3 +

√
21

2

1

2
√

3

)
, b(2) = ζ3

(−3−
√

21

12
−

√
−3 +

√
21

2

1

2
√

3

)
.

Example 9.5. For Z4, there is a unique non-degenerate symmetric bicharacter up to complex conju-

gate, and we consider 〈g, h〉 = igh. Then there exists a unique solution of Eq.(9.6)-(9.13) up to group

automorphism given by

a(1) = a(3) = e−
πi
4 , a(2) = −1,

c′ =
e−

3πi
4

2
, d = 2 + 2

√
2,

b(1) = ζ16(

√
4− 2

√
2

4
+

i

25/4
), b(2) = ζ16(

√
4− 2

√
2

4
− i

25/4
),

b(2) =
−i

2
.

For only Eq.(9.6)-(9.11), there is another solution

a(1) = a(3) = −e−
πi
4 , a(2) = −1,

c′ =
e
πi
4

2
, d = 2− 2

√
2,

b(1) = ζ5
16

(√4 + 2
√

2

4
+

1

25/4

)
, b(3) = ζ5

16

(√4 + 2
√

2

4
− 1

25/4

)
,

b(2) =
−i

2
.

Example 9.6. For G = Z2 × Z2 = {0, g1, g2, g3}, there is a unique C
∗

near-group category. There exist

exactly two non-degenerate symmetric bicharacters on Z2 × Z2 up to group automorphisms, and we

denote by 〈·, ·〉1 the one given by the following table. Up to �ipping g1 and g2, there are exactly two a(g)

g0 g1 g2

g0 -1 1 -1

g1 1 -1 -1

g2 -1 -1 1

for 〈·, ·〉1. For a(g0) = −a(g1) = i, a(g2) = 1, there exists a unique solution for Eq.(9.6)-(9.13):

c′ =
1

2
, d = 2 + 2

√
2,

b(g1) =
e

3πi
4

2
, b(g2) =

e
−3πi

4

2
, b(g3) =

1

2
.

For only Eq.(9.6)-(9.11) there is another solution

c′ =
1

2
, d = 2− 2

√
2,

b(g1) =
e
−πi
4

2
, b(g2) =

e
πi
4

2
, b(g3) =

1

2
.

For a(g0) = a(g1) = i, a(g2) = −1, there is no solution.

The other non-degenerate symmetric bicharacter 〈·, ·〉2 is given by the following table though there is

no solution for it.
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g0 g1 g2

g0 1 -1 -1

g1 -1 1 -1

g2 -1 -1 1

For the complete list of the solutions of Eq.(9.6)-(9.13) for G with |G| ≤ 13, see [16, Table 2] (see

Example 12.18 below for two additional solutions for G = Z2 × Z2 × Z3).

10. The case of m = 2|G|

In this section we assume m = 2n and write down the polynomial equations Eq(8.15)-(8.23) in a more

accessible form. The author’s experience tells that there are only �nitely many solutions for Eq(8.15)-(8.23)

up to equivalence, and they are likely to satisfy Eq.(8.24) automatically, which in practice could be veri�ed

by computer. We show that there are exactly two solutions, up to equivalence, of the polynomial equations

for G = Z3.

10.1. Possible cases. We choose the index set Λ of the orthonormal basis of K0 as Λ = {1, 2}. When

χ2
1 = 1, we may replace a(g) with a(g)χ1(g), and we may and do assume χ1 = 1. Lemma 7.3 shows that

the only possible cases are the following:

• Case I. χ1 = χ2 = 1, ε = 1, Je1 = e1, Je2 = e2.

• Case II. χ1 = χ2 = 1, ε = −1, Je1 = e2, Je2 = −e2, c1 = c2.

• Case III. χ1 = 1, χ2 6= 1, χ2
2 = 1, ε = 1, Je1 = e1, Je2 = e2.

• Case IV. χ2 = χ−1
1 , χ2

1 6= 1. Je1 = e2, Je2 = εe1, c1 = c2.

We use the lexicographic order of the set Λ2 = {1, 2}2
to express B(g) as a matrix.

Lemma 10.1. Case IV never occurs.

Proof. We assume that br,st,u(g) is a solution for Eq.(8.15)-Eq.(8.24) in Case IV. We introduce a unitary

operatorR1 of period 3 on `2(G) by

R1f(g) =
c1a(g)√

n

∑
h∈G

〈g, h〉f(h).

Then Eq.(8.15) impliesR1b
1,2
2,1(g) = b2,1

2,1(g) andR2
1b

1,2
2,1(g) = εb1,1

1,1(g), which shows

‖b2,1
2,1‖ = ‖b1,1

1,1‖ = ‖b1,2
2,1‖,

where ‖f‖ denotes the `2
-norm of f ∈ `2(G).

Eq.(8.20) implies that the matrix B(g) is of the form

B(g) =


∗ 0 0 ∗
0 ∗ ∗ 0
0 ∗ ∗ 0
∗ 0 0 ∗

 ,

and Eq.(8.18) implies

|b1,2
2,1(g)|2 + |b2,2

1,1(g)|2 =
1

n
,

|b1,1
1,1(g)|2 + |b2,1

2,1(g)|2 =
1

n
− δg,0

d
.
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Thus

2‖b1,2
2,1‖2 = ‖b1,1

1,1‖2 + ‖b2,1
2,1‖2 =

∑
g∈G

(
1

n
− δg,0

d
) = 1− 1

d
,

and ‖b1,2
2,1‖2 < 1/2. If χ4

1 6= 1, Eq.(8.20) implies b2,2
1,1(g) = 0 and |b2,1

1,2(g)|2 = 1/n, which is contradiction.

If χ4
1 = 1, Eq.(8.23) implies b2,2

1,1(g) = χ1(g)2b2,2
1,1(g), and b2,2

1,1 is supported by H = {g ∈ G; χ1(g)2 = 1}.
Note that H is an index 2 subgroup of G. For g ∈ G \H , we have |b1,2

2,1(g)|2 = 1/n, and

‖b1,2
2,1‖2 ≥

∑
g∈G\H

|b1,2
2,1(g)|2 =

1

2
,

which is contradiction too. �

10.2. Case I. We �rst assume only χ1 = χ2 = 1.

We choose c ∈ T with c3â(0) = 1, and set ωr = ct/c. Then ω3
t = 1. We introduce a unitary

R ∈ B(`2(G)) of period 3 by

Rf(g) =
ca(g)√
n

∑
h

〈g, h〉f(h),

and anti-unitary J of period 2 by

J f(g) = a(g)f(−g).

Then they satisfyRJ = JR2
. Eq.(8.15) and Eq.(8.16) now become

Rbr,st,u(g) = ωub
s,t
r,u(g),

J br,st,u(g) = εsεub
t,s
r,u(g).

In particular, the function br,rr,u is an eigenvector ofR for the eigenvalue ωu.

Now we assume ε = 1, Je1 = e1, Je2 = e2. When c1 = c2, the gauge group G(A,C, J) isO(2). When

c1 6= c2, it is Z2 × Z2.

It is straightforward to show the following lemma.

Lemma 10.2. Assume χ1 = χ2 = 1, ε = 1, Je1 = e1, Je2 = e2. Let ξ1(g) = b1,1
1,1(g), ξ2(g) = b2,2

2,2(g),
η1(g) = b2,2

2,1(g), η2(g) = b1,1
1,2(g), µ(g) = b1,2

1,2(g). Then Eq.(8.15)-(8.23) are equivalent to the following:
(1) The matrix B(g) = (br,st,u(g))(r,t),(s,u) is expressed as

B(g) =


ξ1(g) η2(g) η2(g) µ(g)

ω1ω
2
2η2(g) ω2R2µ(g) ω2

1Rµ(g) ω1ω
2
2η1(g)

ω2
1ω2η2(g) ω2

2Rµ(g) ω1R2µ(g) ω2
1ω2η1(g)

µ(g) η1(g) η1(g) ξ2(g)

 .

(2) For any g ∈ G,
(10.1) Rξ1(g) = ω1ξ1(g), J ξ1(g) = ξ1(g),

(10.2) Rξ2(g) = ω2ξ2(g), J ξ2(g) = ξ2(g),

(10.3) Rη1(g) = ω1η1(g), J η1(g) = η1(g),

(10.4) Rη2(g) = ω2η2(g), J η2(g) = η2(g),

(10.5) J µ(g) = µ(g), JRµ(g) = R2µ(g),
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(where the second one follows from the �rst one in the last equation though).
(3) ξ1(0) + µ(0) = ξ2(0) + µ(0) = −1/d, η1(0) + η2(0) = 0.
(4) For any g ∈ G.

(10.6) |ξ1(g)|2 + 2|η2(g)|2 + |µ(g)|2 =
1

n
− δg,0

d
,

(10.7) |ξ2(g)|2 + 2|η1(g)|2 + |µ(g)|2 =
1

n
− δg,0

d
,

(10.8) |η1(g)|2 + |η2(g)|2 + |Rµ(g)|2 + |R2µ(g)|2 =
1

n
,

(10.9) 2η2(g)η1(g) + µ(g)ξ1(g) + µ(g)ξ2(g) = −δg,0
d
,

(10.10) η2(g)ξ1(g) + η1(g)µ(g) + (ω1ω2Rµ(g) + ω1ω2R2µ(g))η2(g) = 0,

(10.11) η1(g)ξ2(g) + η2(g)µ(g) + (ω1ω2Rµ(g) + ω1ω2R2µ(g))η1(g) = 0,

(10.12) |η1(g)|2 + |η2(g)|2 + ω1ω2Rµ(g)R2µ(g) + ω1ω2Rµ(g)R2µ(g) = 0.

Remark 10.3. The condition (4) above imply

(10.13) ‖ξ1‖2 + 2‖η2‖2 + ‖µ‖2 = 1− 1

d
,

(10.14) ‖ξ2‖2 + 2‖η1‖2 + ‖µ‖2 = 1− 1

d
,

(10.15) ‖η1‖2 + ‖η2‖2 + 2‖µ‖2 = 1,

(10.16) 2〈η2, η1〉`2(G) + 〈µ, ξ1〉`2(G) + 〈ξ2, µ〉`2(G) = −1

d
,

(10.17) 〈η2, ξ1〉`2(G) + 〈η1, µ〉`2(G) + (ω1ω2 + ω1ω2)〈µ, η2〉`2(G) = 0,

(10.18) 〈η1, ξ2〉`2(G) + 〈η2, µ〉`2(G) + (ω1ω2 + ω1ω2)〈µ, η1〉`2(G) = 0,

(10.19) ‖η1‖2 + ‖η2‖2 + ω1ω2〈µ,Rµ〉`2(G) + ω1ω2〈Rµ, µ〉`2(G) = 0.

Eq.(10.15) and Eq.(10.19) imply

(10.20) 2‖µ‖2 − ω1ω2〈Rµ, µ〉`2(G) − ω1ω2〈R2µ, µ〉`2(G) = 1.

Lemma 10.4. The solutions of the equations in Lemma 10.2 satisfy either of the following two:
(1) η1(0) = −η2(0) ∈ R with |η1(0)| ≤ 1/(2

√
n), and there exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
−
κ1

√
1− 4nη1(0)2

2
√
n

,

µ(0) = − 1

2d
+
κ1

√
1− 4nη1(0)2

2
√
n

,

Rµ(0) = R2µ(0) = ω1ω2

κ1

√
1− 4nη1(0)2 + κ2i

2
√
n

.
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(2) There exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
− κ1

2
√
n
,

η1(0) = η2(0) = 0,

µ(0) = − 1

2d
+

κ1

2
√
n
,

Rµ(0) = R2µ(0) = ω1ω2
−κ1 + κ2i

2
√
n

.

Proof. Lemma 10.2 (2) shows that ξr(0), ηr(0), and µ(0) are all real andR2µ(0) = Rµ(0). Lemma 10.2 (3)

shows that η1(0) + η2(0) = 0 and there exist real numbers x and y satisfying

ξ1(0) = ξ2(0) = − 1

2d
− x, µ(0) = − 1

2d
+ x.

Now Lemma 10.2 (4) with g = 0 is equivalent to

x2 + η1(0)2 =
1

4n
,

η1(0)2 + |Rµ(0)|2 =
1

2n
,

η1(0)(ω1ω2Rµ(0) + ω1ω2Rµ(0)− 2x) = 0,

2η1(0)2 + (ω1ω2Rµ(0))2 + (ω1ω2Rµ(0))2 = 0.

Solving these, we get the statement. �

Let ζ3 = e2πi/3
. We can expand µ satisfying J µ = µ as µ = µ0 + µ1 + µ2 with Rµi = ζ i3µi and

J µi = µi because we have JR = R2J . The index i in µi will be understood as an element of Z3.

Lemma10.5. Ifω1 = ω2 = 1, there exists a solution of the equations in Lemma 10.2 only if dim ker(R−1) ≥
2. The solutions satisfy ‖µ1‖2 + ‖µ2‖2 = 1/3, and either of the following two:

(1) η1(0) = −η2(0) ∈ R with |η1(0)| ≤ 1/(2
√
n), and there exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
−
κ1

√
1− 4nη1(0)2

2
√
n

,

µ0(0) = − 1

6d
+
κ1

√
1− 4nη1(0)2

2
√
n

,

µ1(0) = − 1

6d
+

κ2

2
√

3n
,

µ2(0) = − 1

6d
− κ2

2
√

3n
.

(2) There exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
− κ1

2
√
n
,

η1(0) = η2(0) = 0,

µ0(0) = − 1

6d
− κ1

6
√
n
,
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µ1(0) = − 1

6d
+

κ1

3
√
n

+
κ2

2
√

3n
,

µ2(0) = − 1

6d
+

κ1

3
√
n
− κ2

2
√

3n
.

Proof. The equality ‖µ1‖2 + ‖µ2‖2 = 1/3 follows from Eq.(10.20). Assume that (1) in Lemma 10.4 occurs.

Then we have

µ0(0) + µ1(0) + µ2(0) = − 1

2d
+
κ1

√
1− 4nη1(0)2

2
√
n

,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) =
κ1

√
1− 4nη1(0)2 + κ2i

2
√
n

,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) =
κ1

√
1− 4nη1(0)2 − κ2i

2
√
n

,

which imply (1).

We further assume dim(R − 1) = 1 and get contradiction. Since (ξ1(0), µ0(0)) 6= (0, 0), there

exists a unique f ∈ ker(R − 1) satisfying J f = f and f(0) = 1. Then we have ξ1 = ξ2 = ξ1(0)f ,

η1 = −η2 = η1(0)f , and µ0 = µ0(0)f . Eq.(10.18) implies η1(0)(ξ1(0) + µ0(0)) = 0, and we get η1(0) = 0.

Thus η1 = η2 = 0. Eq.(10.15) implies ‖µ‖2 = 1/2. Since ‖µ1‖2 + ‖µ2‖2 = 1/3, we get ‖µ0‖2 = 1/6 and

µ0(0)2‖f‖2 = 1/6. Eq.(10.13) and Eq.(10.16) imply

ξ1(0)2‖f‖2 =
1

2
− 1

d
,

µ0(0)ξ1(0)‖f‖2 = − 1

2d
.

and

(
ξ1(0)

µ0(0)
)2 = 3(1− 2

d
),

ξ1(0)

µ0(0)
= −3

d
,

which is contradiction.

Now assume that (2) in Lemma 10.4 occurs. Then we have

µ0(0) + µ1(0) + µ2(0) = − 1

2d
+

κ1

2
√
n
,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) =
−κ1 + κ2i

2
√
n

,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) =
−κ1 − κ2i

2
√
n

,

which implies (2).

We further assume dim(R− 1) = 1 and get contradiction. In this case, we would have ξ1 = ξ2 = 3µ0,

η1 = η2 = 0, which contradicts Eq.(10.16). �

Remark 10.6. If ω1 = ω2 = ζ i3, we can apply the same argument to ζ−i3 R instead of R, and the same

statement replacing (µ0, µ1, µ2) with (µi, µ1+i, µ2+i) holds.

In the same way, we can show
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Lemma 10.7. If ω1 = ζ3 and ω2 = ζ−1
3 , the solutions of the equations in Lemma 10.2 satisfy

(10.21) ‖µ1‖2 + ‖µ2‖2 =
1

3
,

and either of the following two:
(1) η1(0) = −η2(0) ∈ R with |η1(0)| ≤ 1/(2

√
n), and there exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
−
κ1

√
1− 4nη1(0)2

2
√
n

,

µ0(0) = − 1

6d
+
κ1

√
1− 4nη1(0)2

2
√
n

,

µ1(0) = − 1

6d
+

κ2

2
√

3n
,

µ2(0) = − 1

6d
− κ2

2
√

3n
.

(2) There exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
− κ1

2
√
n
,

η1(0) = η2(0) = 0,

µ0(0) = − 1

6d
− κ1

6
√
n
,

µ1(0) = − 1

6d
+

κ1

3
√
n

+
κ2

2
√

3n
,

µ2(0) = − 1

6d
+

κ1

3
√
n
− κ2

2
√

3n
.

We can show the following lemma in the same way except for Eq.(10.23), which follows from Eq.(10.14),

(10.15), and (10.22).

Lemma 10.8. If ω1 = 1 and ω2 = ζ±1
3 , the solutions of the equations in Lemma 10.2 satisfy

(10.22) ‖µ0‖2 + ‖µ±1‖2 =
1

3
,

(10.23) ‖ξ2‖2 − 2‖η2‖2 − 3‖µ∓1‖2 = −1

d
,

and either of the following two:
(1) η1(0) = −η2(0) ∈ R with |η1(0)| ≤ 1/(2

√
n), and there exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
−
κ1

√
1− 4nη1(0)2

2
√
n

,

µ0(0) = − 1

6d
+

κ2

2
√

3n
,

µ±1(0) = − 1

6d
− κ2

2
√

3n
,

µ∓1(0) = − 1

6d
+
κ1

√
1− 4nη1(0)2

2
√
n

.
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(2) There exist κ1, κ2 ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
− κ1

2
√
n
,

η1(0) = η2(0) = 0,

µ0(0) = − 1

6d
+

κ1

3
√
n

+
κ2

2
√

3n
,

µ±1(0) = − 1

6d
+

κ1

3
√
n
− κ2

2
√

3n
,

µ∓1(0) = − 1

6d
− κ1

6
√
n
.

10.3. Case II. We assume χ1 = χ2 = 1, Je1 = e2, Je2 = −e1. Since c1 = c2, we denote ω = cr/c. In

this case the gauge group G(A,C, J) is SU(2).

Lemma 10.9. Let the notation be as above. Let ξ(g) = b1,1
2,2(g), η(g) = b1,1

2,1(g), µ(g) = b1,2
2,1(g). Then

Eq.(8.15)-(8.23) are equivalent to the following:
(1) The matrix B(g) = (br,st,u(g))(r,t),(s,u) is expressed as

B(g) =


−ωR2µ(g) η(g) −J η(g) ωRµ(g)

η(g) ξ(g) µ(g) −η(g)
−J η(g) µ(g) −J ξ(g) J η(g)
ωRµ(g) −η(g) J η(g) −ωR2µ(g)

 .

(2) For any g ∈ G,
(10.24) Rξ = ωξ,

(10.25) Rη = ωη,

(10.26) J µ = −µ, JRµ = −R2µ,

(where the second one follows from the �rst one in the last equation though).
(3) ωRµ(0) + ωRµ(0) = −1/d.
(4) For any g ∈ G,

(10.27) |Rµ(g)|2 + |Rµ(−g)|2 + |η(g)|2 + |η(−g)|2 =
1

n
− δg,0

d
,

(10.28) |ξ(g)|2 + |µ(g)|2 + 2|η(g)|2 =
1

n
,

(10.29) ωRµ(g)R2µ(g) + ωR2µ(g)Rµ(g) + |η(g)|2 + |η(−g)|2 =
δg,0
d
,

(10.30) η(g)ξ(g)− J η(g)µ(g)− (ωRµ(g) + ωR2µ(g))η(g) = 0,

(10.31) η(g)µ(g) + J η(g)J ξ(g) + (ωRµ(g) + ωR2µ(g))J η(g) = 0,

(10.32) 2η(g)J η(g) + µ(g)J ξ(g)− ξ(g)µ(g) = 0.
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Remark 10.10. The condition (4) above imply

(10.33) 2‖µ‖2 + 2‖η‖2 = 1− 1

d
,

(10.34) ‖ξ‖2 + ‖µ‖2 + 2‖η‖2 = 1,

(10.35) ω〈µ,Rµ〉`2(G) + ω〈Rµ, µ〉`2(G) + 2‖η‖2 =
1

d
,

(10.36) 〈η, ξ〉`2(G) = 〈µ, η〉`2(G),

(10.37) 〈η,J η〉`2(G) = 〈ξ, µ〉`2(G).

Eq(10.33) and Eq(10.35) imply

(10.38) 2‖µ‖2 − ω〈Rµ, µ〉`2(G) − ω〈Rµ, µ〉`2(G) = 1− 2

d
.

Lemma 10.11. The solutions of the equations in Lemma 10.9 satisfy either of the following two:
(1) |η(0)| ≤ 1/(2

√
n), and there exist κ1, κ2 ∈ {1,−1} satisfying

ξ(0) =
η(0)

η(0)

κ1 + κ2

√
1− 4n|η(0)|2
2
√
n

i,

µ(0) =
κ1 − κ2

√
1− 4n|η(0)|2
2
√
n

i,

Rµ(0) = ω
(
− 1

2d
−
κ2

√
1− 4n|η(0)|2

2
√
n

i
)
,

where η(0)/η(0) is interpreted as an arbitrary phase if η(0) = 1.
(2) η(0) = ξ(0) = 0, and there exist κ ∈ {1,−1} satisfying

µ(0) =
κi√
n
,

Rµ(0) = ω
(
− 1

2d
− κi

2
√
n

)
.

Proof. Lemma 10.9,(2) shows µ(0) ∈ iR andR2µ(0) = −Rµ(0), and Lemma 10.9,(4) with g = 0 shows

|Rµ(0)|2 + |η(0)|2 =
1

2n
− 1

2d
,

−(ωRµ(0))2 − (ωRµ(0))2 + 2|η(0)|2 =
1

d
,

η(0)ξ(0) + η(0)µ(0)− (ωRµ(0)− ωRµ(0))η(0) = 0,

−η(0)µ(0) + η(0)ξ(0) + (ωRµ(0)− ωRµ(0))η(0) = 0,

η(0)2 + µ(0)ξ(0) = 0.

|ξ(0)|2 + |µ(0)|2 + 2|η(0)|2 =
1

n
.

The �rst two with Lemma 10.9,(3) is equivalent to

Rµ(0) = ω
(
− 1

2d
±
√

1− 4n|η(0)|2
2
√
n

i
)
.
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If η(0) = 0, we get (2) or the η(0) = 0 case of (1). Assume η(0) 6= 0 now. Then the third and fourth

equalities implies

ωRµ(0)− ωRµ(0) =
η(0)

η(0)
ξ(0) + µ(0) = −η(0)

η(0)
ξ(0) + µ(0).

Thus we can introduce a real parameter l satisfying

ξ(0) = l
η(0)

η(0)
i,

µ(0) =
|η(0)|2

l
i.

Iterating these into the last equality, we get

l2 +
|η(0)|4

l2
+ 2|η(0)|2 =

1

n
,

and

l +
|η(0)|2

l
=

κ1√
n
,

with κ2
1 = 1. Solving this, we get the statement. �

We can expand µ ∈ `2(G) satisfying J µ = −µ as µ = µ0 +µ1 +µ2 withRµi = ζ i3µi and J µi = −µi.

Lemma 10.12. There exists a solution of the equations in Lemma 10.9 only if

dim ker(R− ω) ≥ 2.

The solutions with ω = 1 satisfy

‖µ1‖2 + ‖µ2‖2 =
1

3
− 2

3d
,

and either of the following two:
(1) |η(0)| ≤ 1/(2

√
n), and there exist κ1, κ2 ∈ {1,−1} satisfying

ξ(0) =
η(0)

η(0)

κ1 + κ2

√
1− 4n|η(0)|2
2
√
n

i,

µ0(0) = (
κ1

6
√
n
−
κ2

√
1− 4n|η(0)|2

2
√
n

)i,

µ1(0) = (
κ1

6
√
n

+
1

2
√

3d
)i,

µ2(0) = (
κ1

6
√
n
− 1

2
√

3d
)i.

where η(0)/η(0) is interpreted as an arbitrary phase if η(0) = 1.
(2) η(0) = ξ(0) = 0, and there exist κ ∈ {1,−1} satisfying

µ0(0) = 0,

µ1(0) = (
κ

2
√
n

+
1

2
√

3d
)i,

µ2(0) = (
κ

2
√
n
− 1

2
√

3d
)i.
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The second case could occur only if dim{f ∈ ker(R− 1); f(0) = 0} ≥ 2.

Proof. We assume ω = 1. The proof for the general case can be obtained by applying the same argument to

ωR, and replacing (µ0, µ1, µ2) with (µ1, µ2, µ0) or (µ2, µ0, µ1). The �rst equation follows from Eq.(10.38).

Assume that (1) in Lemma 10.11 occurs. Then we have

µ0(0) + µ1(0) + µ2(0) =
κ1 − κ2

√
1− 4n|η(0)|2
2
√
n

i,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) = − 1

2d
−
κ2

√
1− 4n|η(0)|2

2
√
n

i,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) =
1

2d
−
κ2

√
1− 4n|η(0)|2

2
√
n

i,

which implies (1).

We further assume dim ker(R− 1) = 1 and get contradiction. Since (ξ(0), µ0(0)) 6= (0, 0), we can

�nd f ∈ ker(R− 1) with J f = f and f(0) = 1. Then we have ξ = ξ(0)f , η = η(0)f , µ0 = µ0(0)f , and

Eq.(10.36),(10.37) imply

η(0)ξ(0) = µ0(0)η(0),

η(0)2 = ξ(0)µ0(0).

Since µ0(0) ∈ Ri, this implies either ξ = η = 0 or µ0 = η = 0. The �rst case contradicts Eq.(10.33),(10.34).

The second case with Eq.(10.33) gives ‖µ‖2 = (1− 1/d)/2 on one hand, and on the other hand we have

‖µ2‖ = ‖µ1‖2 + ‖µ2‖2 =
1

3
− 2

3d
,

which is contradiction too.

Now we assume (2) in Lemma 10.11 occurs. Then we have

µ0(0) + µ1(0) + µ2(0) =
κ√
n

i,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) = − 1

2d
− κ

2
√
n

i,

µ0(0) + ζ3µ1(0) + ζ3µ2(0) =
1

2d
− κ

2
√
n

i,

which implies (2).

In a similar way as above, we can show that the condition

dim{f ∈ ker(R− 1); f(0) = 0} ≤ 1

does not allow any solution. �

Remark 10.13. If ω = ζ i3, we can apply the same argument to ζ−i3 R instead ofR, and the same statement

replacing (µ0, µ1, µ2) with (µi, µ1+i, µ2+i) holds.
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10.4. Case III. We assume χ1 = 1, and χ2 6= 1, χ2
2 = 1, Je1 = e1, Je2 = e2. For simplicity we denote

χ = χ2. There exists unique gχ ∈ G satisfying χ(g) = 〈g, gχ〉 for all g ∈ G. Note that we have the

following for aχ(g) = χ(g)a(g):

âχ(0) =
1√
n

∑
h∈G

〈gχ, h〉a(h) = â(−gχ) = â(0)a(gχ).

Thus

c3
2 = âχ(0) = â(0)a(gχ) = c3

1a(gχ).

Since gχ has order 2, we have a(gχ)2 = 〈gχ, gχ〉 = χ(gχ), and a(gχ)4 = 1, which shows c3
2 = (c1a(gχ))3

.

Lemma 10.14. For r = 1, 2, we introduce unitariesRr, r = 1, 2, of period 3 on `2(G) by

Rrf(g) =
crχr(g)a(g)√

n

∑
h∈G

〈g, h〉f(h),

and anti-unitaries Jr of period 2 on `2(G) by

Jrf(g) = χr(g)a(g)f(−g).

Then Eq.(8.15), (8.20), (8.23), (8.25) are equivalent to the following conditions:
(1) Let ξ1(g) = b1,1

1,1(g), ξ2(g) = b2,2
2,2(g), µ(g) = b1,2

1,2(g). ThematrixB(g) = (br,st,u(g))(r,t),(s,u) is expressed
as

B(g) =


ξ1(g) 0 0 µ(g)

0 R2
2µ(g) R1µ(g) 0

0 R2µ(g) R2
1µ(g) 0

µ(g) 0 0 ξ2(g)

 ,

and the following hold:

R1ξ1(g) = ξ1(g), J1ξ1(g) = ξ1(g),

R2ξ2(g) = ξ2(g), J2ξ2(g) = ξ2(g).

(2) χ(g)µ(g) = µ(g).

Proof. Eq.(8.25) implies b12
12(g) = b21

21(g). Then Eq.(8.15), (8.20) are equivalent to (1).

Eq.(8.23), (8.25) are equivalent to

µ(g) = χ(g)µ(g),

R1µ(g) = c1c2χ(g)R2µ(g) = c2
1c

2
2R2µ(g + gχ),

R2µ(g) = c1c2χ(g)R1µ(g) = c2
1c

2
2R1µ(g + gχ),

R2
1µ(g) = c1c2R2

2µ(g) = R2
1µ(g + gχ),

R2
2µ(g) = c1c2R2

1µ(g) = R2
2µ(g + gχ).

We show that all the conditions follow from the �rst one. Note that we have the relation R2f(g) =
c1c2χ(g)R1f(g). One the other hand, the unitaryR2

r = R−1
r is given by

R2
rf(g) =

cr√
n

∑
h∈G

〈g, h〉a(h)χr(h)f(h),

and in particular it implies that we have c1R2
2f(g) = c2R2

1f(g) for any function f satisfying χ(g)f(g) =
f(g). Note that the �rst condition implies

Rrµ(g) = ar(g + gχ)ar(g)Rrµ(g + gχ) = ar(gχ)χ(g)Rrµ(g + gr),
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R2
rµ(g) = R2

rµ(g + gχ).

Thus the remaining conditions are equivalent to c3
2 = c3

1a(gχ) = c3
1a(gχ)〈gχ, gχ〉, which holds in general.

�

We arbitrarily �x c ∈ T with c3â(0) = 1, and de�neR and J as in the previous subsections. We set

cχ = ca(gχ), which satis�es c3
χâχ(0) = 1. We set ω1 = c1/c and ω2 = c2/cχ. Then ω3

1 = ω3
2 = 1. Note

that using notation in the proof of the above lemma, we haveR1 = ω1R.

Lemma 10.15. Let the notation be as above. Let ξ1(g) = b1,1
1,1(g), ξ2(g) = b2,2

2,2(g), µ(g) = b1,2
1,2(g). Then

Eq.(8.15)-(8.23) are equivalent to the following:
(1) The matrix B(g) = (br,st,u(g))(r,t),(s,u) is expressed as

B(g) =


ξ1(g) 0 0 µ(g)

0 ω2a(gχ)R2µ(g) ω1Rµ(g) 0
0 ω2a(gχ)χ(g)Rµ(g) ω1R2µ(g) 0

µ(g) 0 0 ξ2(g)

 .

(2) For any g ∈ G,

(10.39) Rξ1(g) = ω1ξ1(g), J ξ1(g) = ξ1(g),

(10.40) Rξ2(g) = ω2a(gχ)χ(g)ξ2(g), J ξ2(g) = χ(g)ξ2(g),

(10.41) χ(g)µ(g) = µ(g),

(10.42) J µ(g) = µ(g).

(3) ξ1(0) + µ(0) = ξ2(0) + µ(0) = −1/d.
(4) For any g ∈ G.

(10.43) |ξ1(g)|2 + |µ(g)|2 =
1

n
− δg,0

d
,

(10.44) |ξ2(g)|2 + |µ(g)|2 =
1

n
− δg,0

d
,

(10.45) |Rµ(g)|2 + |R2µ(g)|2 =
1

n
,

(10.46) µ(g)ξ1(g) + µ(g)ξ2(g) = −δg,0
d
,

(10.47) a(gχ)ω1ω2Rµ(g)R2µ(g) + a(gχ)ω1ω2χ(g)R2µ(g)Rµ(g) = 0.

Proof. The proof of the previous lemma shows that any solution satis�es

R2µ(g) = ω2a(gχ)χ(g)Rµ(g),

R2
2µ(g) = ω2a(gχ)R2µ(g).

Now the statement follows from the previous lemma and a straightforward argument. �
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Remark 10.16. The condition (4) above imply

(10.48) ‖ξ1‖2 = ‖ξ2‖2 =
1

2
− 1

d
,

(10.49) ‖µ‖2 =
1

2
,

Lemma 10.17. Any solutions of the equations in Lemma 10.15 satisfy the following two conditions:
(1) There exists κ ∈ {1,−1} satisfying

ξ1(0) = ξ2(0) = − 1

2d
− κ

2
√
n
,

µ(0) = − 1

2d
+

κ

2
√
n
.

(2) For every order 2 element g ∈ G, there exists κg ∈ {1,−1} satisfying

(Rµ(g))2 =
ω1ω2a(gχ)a(g)κgi

(1+χ(g))/2

2n
,

and in particular

(
√

2nRµ(g))12 = 〈gχ, gχ〉〈g, g〉(−1)
1+χ(g)

2 .

Consequently, when a(gχ) = ±1, we have (
√

2nRµ(0))12 = −1, and when a(gχ) = ±i we have
(
√

2nRµ(0))12 = 1.

Proof. Since JRµ(g) = R2µ(g), we have R2µ(g) = a(g)Rµ(−g). (1) follows from the g = 0 case of

Lemma 10.15.

If g ∈ G has order 2, we haveR2µ(g) = a(g)Rµ(g). Thus Lemma 10.15,(4) implies |Rµ(g)|2 = 1/(2n)
and

ω1ω2a(gχ)a(g)(Rµ(g))2 + χ(g)ω1ω2a(gχ)a(g)Rµ(g)
2

= 0,

which implies the statement. �

Note that Case III could occur only if G is an even group because there is no character of order 2 for

odd groups. For small even groups we have

Lemma 10.18. Case III could occur only if #G ≥ 8.

Proof. Assume that we have a solution (ξ1, ξ2, µ) for the equations in Lemma 10.15. Sinceχ(g)µ(g) = µ(g),

the function µ is supported by

{χ}⊥ = {g ∈ G; χ(g) = 1}.
For G = Z2, we have

µ(0) = − 1

2d
+

κ

2
√
n

= − 1

2(2 +
√

6)
+

κ1

2
√

2
.

On the other hand since {χ}⊥ = {0}, we have

1

2
= ‖µ‖2 = µ(0)2,

which is impossible.
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For G with #G = 4, we have #{χ}⊥ = 2, and we set {χ}⊥ = {0, g⊥}. Since g⊥ has order 2 and

J µ(g⊥) = µ(g⊥), we have µ(g⊥) = a(g⊥)µ(g⊥). Thus

1

8
= |Rµ(0)|2 = |µ(0) + µ(g⊥)

2
|2 =

µ(0)2 + |µ(g⊥)|2 + (1 + a(g⊥))µ(g⊥)

4
.

Since

µ(0)2 + |µ(g⊥)|2 = ‖µ‖2 =
1

2
,

and µ(g⊥) 6= 0, we get a(g⊥) = −1. This implies

Rµ(0) = c
µ(0)±

√
1
2
− µ(0)2i

2
,

and on the other hand (2
√

2Rµ(0))24 = 1. This is contradiction as we have c24 = â(0)8 = 1, and

µ(0) =
2−
√

5 + κ1

4
.

For G = Z6, we have χ(g) = (−1)g and {χ}⊥ = {0, 2, 4}. Up to complex conjugate, we may assume

〈g, h〉 = ζgh6 , where ζ6 = e
2πi
6 . There are only two possibilities of a(g), and we can choose a(g) = e−

πig2

6

as the other one is a(g)χ(g). Since J µ(g) = µ(g), we have µ(4) = a(2)µ(2) = ζ3µ(2). Now we have

Rµ(0) = c
µ(0) + ζ6(ζ−1

6 µ(2) + ζ6µ(2))√
6

.

Let x = ζ−1
6 µ(2) + ζ6µ(2). Then

1

12
= |Rµ(0)|2 =

µ(0)2 + x2 + µ(0)x

6
,

and

x =
−µ(0)±

√
2− 3µ(0)2

2
.

This implies

Rµ(0) = c
3µ(0)±

√
2− 3µ(0)2 + (−µ(0)±

√
2− 3µ(0)3)

√
3i

4
√

6
.

On the other hand we have (
√

12Rµ(0))24 = 1, which is a contradiction as we have c24 = 1 and

µ(0) =

√
6−
√

7 + κ1

2
√

6
.

�

To see if Case III really occurs, the �rst test case is order 8 abelian groups Z8, Z4×Z2, and Z2×Z2×Z2.
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10.5. The case of G = Z2. Ostrik [47] showed that there is no near-group category for G = Z2 with

m ≥ 3. We give a proof of this fact in the case of m = 4.

There is a unique non-degenerate symmetric bicharacter 〈g, h〉 = (−1)gh for Z2, and there are exactly

two a(g). We may assume a(0) = 1, a(1) = i as the other one is its complex conjugate. Then â(0) = e
πi
4 ,

and we choose c = e−
πi
12 . We identify `2(Z2) with C2

, the set of column vectors with two components,

and expressR as a matrix

R = e
πi
12

(
1 0
0 −i

)
1√
2

(
1 1
1 −1

)
=

√
3 + 1 + (

√
3− 1)i

4

(
1 1
−i i

)
.

J is given by

J
(
f(0)
f(1)

)
=

(
f(0)

−if(1)

)
.

Let

f0 =

(
1√

3−1√
2
e−

πi
4

)
, f1 =

(
1

−
√

3+1√
2
e−

πi
4

)
.

Then we haveRf0 = f0,Rf1 = ζ3f1, Jf0 = f0, Jf1 = f1, ‖f0‖2 = 3−
√

3, ‖f1‖2 = 3 +
√

3.

Lemma 10.12 shows that Case II never occurs, and Lemma 10.5 and Lemma 10.7 show that the only

possible case is Case I with (ω1, ω2) = (1, ζ3) as ζ2
3 is not an eigenvalue ofR. Since µ2 = 0, the case (1) of

Lemma 10.7 is the only possibility. Note that we have µ0 = µ0(0)f0 and µ1 = µ1(0)f1. Eq.(10.22) implies

1

3
= µ0(0)2‖f0‖2 + µ1(0)2‖f1‖2

= (3 +
√

3)(
1

6d
− κ2

2
√

6
)2 + (3−

√
3)(

1

6d
+

κ2

2
√

6
)2,

which is contradiction as d = 2 +
√

6.

10.6. The case of G = Z3. Larson [39] showed that there exists no near-group category for G = Z3

with m ≥ 7. On the other hand, it is known that there exists at least one C
∗

near-group category for

G = Z3 with m = 6, which was �rst observed by Zhengwei Liu and Noah Snyder ([40, page 59], see also

[19, page 14]).

Theorem 10.19. There exist exactly two C∗ near-group categories for Z3 withm = 6, and they are complex
conjugate to each other.

There are exactly two symmetric bicharacters of Z3 and they are complex conjugate to each other.

We choose 〈g, h〉 = ζgh3 . For this, there is a unique a(g), given by a(1) = a(2) = ζ3. Since â(0) = i, we

choose c = e−
πi
6 . Then

R = e
πi
6

 1 0 0
0 ζ2

3 0
0 0 ζ2

3

 1√
3

 1 1 1
1 ζ3 ζ2

3

1 ζ2
3 ζ3

 =
e
πi
6

√
3

 1 1 1
ζ2

3 1 ζ3

ζ2
3 ζ3 1

 ,

J

 f(0)
f(1)
f(2)

 =

 f(0)

ζ−1
3 f(2)

ζ−1
3 f(1)

 .

https://maths-proceedings.anu.edu.au/046/intro.pdf


2014 Maui and 2015 Qinhuangdao conferences

in honour of Vaughan F. R. Jones’ 60th birthday

Volume 46 of the Proceedings of the Centre for Mathematics and its Applications

Page 303

Let

f0 =

 1

− ζ3
2

− ζ3
2

 , f ′0 =

 0
ζ3i
−ζ3i

 , f1 =

 1
ζ3

ζ3

 .

Then Rf0 = f0, Rf ′0 = f ′0, Rf1 = ζ3f1, and J f0 = f0, J f ′0 = f ′0, J f1 = f1. They form a (non-

normalized) orthogonal basis of `2(Z3) as well as the real vector space

{f ∈ `2(Z3) J f = f}.
We prove the above theorem by showing the following lemma.

Lemma 10.20. ForR and J as above, there is no solution of the equations in Lemma 10.9, and there is a
unique solutions of the equations in Lemma 10.2 up to equivalence given as follows: ω1 = ω2 = 1, and

ξ1(0) = −
√

3− 1

2
, ξ1(1) = ζ3(

√
3− 1

4
+ xi), ξ1(2) = ζ3(

√
3− 1

4
− xi),

ξ2(0) = −
√

3− 1

2
, ξ2(1) = ζ3(

√
3− 1

4
+ xi), ξ2(2) = ζ3(

√
3− 1

4
− xi),

η1(0) = 0, η1(1) = yζ3i, η1(2) = −yζ3i,

η1(0) = 0, η2(1) = −yζ3i, η2(2) = yζ3i,

µ(0) =

√
3− 1

2
√

3
, µ(1) = ζ3(

√
3 + 1

4
√

3
− xi), µ(2) = ζ3(

√
3 + 1

4
√

3
+ xi),

Rµ(0) =
−1 + i

2
√

3
, Rµ(1) = ζ3(

1−
√

3 + 2i

4
√

3
− xi), Rµ(2) = ζ3(

1−
√

3 + 2i

4
√

3
+ xi),

R2µ(0) = −1 + i

2
√

3
, R2µ(1) = ζ3(

1−
√

3− 2i

4
√

3
− xi), R2µ(2) = ζ3(

1−
√

3− 2i

4
√

3
+ xi),

where x, y ∈ R with

x2 + y2 =

√
3

24
.

Proof. Since ζ2
3 is not an eigenvalue ofR, we have µ2(0) = 0, and Lemma 10.12 shows that Case II never

occur. Lemma 10.5 shows that the only possibilities in Case I are (ω1, ω2) = (1, ζ3) and (ω1, ω2) = (1, 1).

First we assume that (ω1, ω2) = (1, ζ3) holds. Since µ2(0) = 0, Lemma 10.7 shows that only the case

(1) of Lemma 10.7 is possible, and we have

κ1

√
1− 12η1(0)2 =

2−
√

3

3
,

η1(0)2 =
1 + 2

√
3

54
,

ξ1(0) = ξ2(0) = −2(2−
√

3)

3
√

3
.

Since ξ2 = ξ1(0)f1, η2 = −η1(0)f1, µ2 = 0, Eq.(10.23) implies

−1

d
= ξ1(0)2‖f1‖2 − 2η1(0)2‖f1‖2 = 3(

2(2−
√

3)

3
√

3
)2 − 6

1 + 2
√

3

54
= 3− 2

√
3,

which is contradiction as we have d = 3 + 2
√

3.
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Now we solve the equations for (ω1, ω2) = (1, 1). Since µ2(0) = 0, only the case (2) in Lemma 10.5

with κ1 = κ2 = 1 is possible, and

ξ1(0) = ξ2(0) = 3µ0(0) = −
√

3− 1

2
,

η1(0) = η2(0) = 0, µ1(0) = 1/3. Since ξ1, ξ2, η1, η2, µ0 belong to the real linear space

{f ∈ ker(R− 1); J f = f},
there exist real numbers x1, x2, y1, y2, p satisfying ξr = ξr(0)f0 + xrf

′
0, ηr = yrf

′
0 for r = 1, 2, and

µ0 = µ0(0)f0 + pf ′0. Since dim ker(R− ζ3) = 1, we have µ1 = 1
3
f1.

Eq.(10.13), (10.14), (10.15) imply

‖ξ1‖2 + ‖ξ2‖2 − 2‖µ‖2 = −2

d
.

Thus

2ξ1(0)2‖f0‖2 + (x2
1 + x2

2)‖f ′0‖2 − 2(µ0(0)2‖f0‖2 + p2‖f ′0‖2 +
1

3
) = −2

d
,

and we get x2
1 + x2

2 = 2p2
. Eq.(10.17), (10.18) imply

py1 + (2p+ x1)p = 0,

(2p+ x2)y1 + py2 = 0,

and so either y1 = y2 = 0 or p2 = (2p+ x1)(2p+ x2). We claim that x1 = x2 = −p, y1 = −y2, and

x2
1 + y2

1 =
1

8
√

3
.

Indeed, assume �rst that (y1, y2) 6= (0, 0) holds. Then

0 = 3p2 + 2(x1 + x2)p+ x1x2

= 3p2 + 2(x1 + x2)p+
(x1 + x2)2 − (x2

1 + x2
2)

2

=
6p2 + 4(x1 + x2)p+ (x1 + x2)2 − 2p2

2

=
(2p+ x1 + x2)2

2
,

and we get x1 + x2 = 2p. Therefore we have x1 = x2 = −p and p(y1 + y2) = 0. Eq.(10.13), (10.14) imply

‖ξ1‖2 − ‖ξ2‖2 + 2(‖η2‖2 − ‖η1‖2) = 0,

which shows y2
1 = y2

2 . Eq.(10.13),(10.16) imply

4y2
2 + 4p2 = −4y1y2 + 4p2 =

1

2
√

3
,

which shows the claim.

Assume now that y1 = y2 = 0 holds. Then η1 = η2 = 0, and the equations in Remark 10.3 are

equivalent to

‖µ‖2 =
1

2
,

‖ξ1‖2 = ‖ξ2‖2 =
3

2
− 2√

3
,
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〈µ, ξ1〉`2(Z3) + 〈ξ2, µ〉`2(Z3) = 1− 2√
3
.

In terms of p, x1, x2, these are equivalent to

p2 = x2
1 = x2

2 =
1

8
√

3
,

p(x1 + x2) = − 1

4
√

3
,

which shows the claim again.

Let x = x1 and y = y1. Then ξr, ηr, µ are as in the statement. It is straightforward to show that they

satisfy the conditions in Lemma 10.2.

Since (ω1, ω2) = (1, 1), the gauge group isO(2), and we show that they act on the solutions transitively.

Indeed, it is easy to show that (
1 0
0 −1

)
acts on the solutions as (x, y) 7→ (x,−y). Let

R(θ) =

(
cos θ − sin θ
sin θ cos θ

)
.

Note that we have

B(g)

= −
√

3− 1

6
f0(g)


3 0 0 1
0 1 1 0
0 1 1 0
1 0 0 3

+
1

3
f1(g)


0 0 0 1
0 ζ2

3 ζ3 0
0 ζ3 ζ2

3 0
1 0 0 0


+ f ′0(g)[x(X ⊗X − Y ⊗ Y )− y(X ⊗ Y + Y ⊗X)],

where

X =

(
1 0
0 −1

)
, Y =

(
0 1
1 0

)
.

The �rst two terms commute with R(θ)⊗R(θ). Since

R(θ)XR(θ)−1 = cos 2θX + sin 2θY,

R(θ)Y R(θ)−1 = − sin 2θX + cos 2θY,

we have

(R(θ)⊗R(θ))(X ⊗X − Y ⊗ Y )(R(θ)−1 ⊗R(θ)−1)

= cos 4θ(X ⊗X − Y ⊗ Y ) + sin 4θ(X ⊗ Y + Y ⊗X),

(R(θ)⊗R(θ))(X ⊗ Y + Y ⊗X)(R(θ)−1 ⊗R(θ)−1)

= − sin 4θ(X ⊗X − Y ⊗ Y ) + cos 4θ(X ⊗ Y + Y ⊗X).

Therefore R(θ) acts on the solutions as

(x, y) 7→ (x cos 4θ + y sin 4θ,−x sin 4θ + y cos 4θ).

�
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Remark 10.21. We already know that there is a C
∗

near-group category for Z3 with m = 6, and we do not

need to verify Eq.(8.24).

Among the equivalence class of the solutions above, we can choose a representative with y = 0. Such

a solution is invariant under the subgroup of O(2) generated by(
1 0
0 −1

)
,

(
0 −1
1 0

)
,

which is the dihedral group D8 of order 8. Thus there is a D8-action γ on O9 commuting with αg and ρ
corresponding such a solution. We can perform equivariantization with this D8-action, and the resulting

category includes a near-group category for G = Z2 × Z2 × Z3 with m = 12 as a subcategory (see

Example 13.15).

10.7. The case of G = Z4.

Theorem 10.22. There is no C∗ near-group category for Z4 withm = 8.

There are exactly two non-degenerate symmetric bicharacters for Z4, which are complex conjugate to

each other, and we may assume 〈g, h〉 = igh to show the statement. For this, there are exactly two a(g),

and one of them is a(g) = e−
g2πi
4 . In this case we can choose c = e

3πi
4 , and

R =
e−

3πi
4

2


1 0 0 0

0 e
πi
4 0 0

0 0 −1 0

0 0 0 e
πi
4




1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

 ,

J


f(0)
f(1)
f(2)
f(3)

 =


f(0)

e
πi
4 f(3)

−f(2)

e
πi
4 f(1)

 .

Let

f0 =


1

− ζ16
2 cos 3π

8

tan 3π
8

i

− ζ16
2 cos 3π

8

 , f ′0 =


0
ζ16i
0
−ζ16i

 , f1 =


1
ζ16

2 cos 17π
24

tan 17π
24

i
ζ16

2 cos 17π
24

 , f2 =


1
ζ16

2 cos π
24

tan π
24

i
ζ16

2 cos π
24

 .

Then Rf0 = f0, Rf ′0 = f ′0, Rf1 = ζ3f1, Rf2 = ζ2
3f2, and they are invariant under J . They form a

(non-normalized) orthogonal basis of `2(Z4) as well as the real subspace of J -invariant vectors. We have

‖f1‖2 =
3

2 cos2 17π
24

=
3

1 + cos 7π
12

=
6
√

2

1 + 2
√

2−
√

3
,

‖f2‖2 =
3

2 cos2 π
24

=
3

1 + cos π
12

=
6
√

2

1 + 2
√

2 +
√

3
.
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The other choice of a(g) is a(g) = (−1)ge−
g2πi
4 . In this case we can choose c = e−

πi
4 , and

R =
e
πi
4

2


1 0 0 0

0 −eπi4 0 0
0 0 −1 0

0 0 0 −eπi4




1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

 ,

J


f(0)
f(1)
f(2)
f(3)

 =


f(0)

−eπi4 f(3)

−f(2)

−eπi4 f(1)

 .

Let

f0 =


1
ζ516

2 cos 7π
8

tan 7π
8

i
ζ516

2 cos 7π
8

 , f ′0 =


0
ζ5

16i
0
−ζ5

16i

 , f1 =


1
ζ516

2 cos 5π
24

tan 5π
24

i
ζ516

2 cos 5π
24

 , f2 =


1
ζ516

2 cos 11π
24

− tan 11π
24

i
ζ516

2 cos 11π
24

 .

Then Rf0 = f0, Rf ′0 = f ′0, Rf1 = ζ3f1, Rf2 = ζ2
3f2, and they are invariant under J . They form a

(non-normalized) orthogonal basis of `2(Z4) as well as the real subspace of J -invariant vectors.

‖f1‖2 =
3

2 cos2 5π
24

=
3

1 + cos 5π
12

=
6
√

2

−1 + 2
√

2 +
√

3
,

‖f2‖2 =
3

2 cos2 11π
24

=
3

1 + cos 11π
12

=
6
√

2

−1 + 2
√

2−
√

3
.

We give a uni�ed argument for Z4 and Z2 × Z2 to show that certain cases never occur. Note that we

have d = 4 + 2
√

5 in the both cases.

Lemma 10.23. Assume that #G = 4, dim ker(R− ζr3) = 1 for r = 1, 2, and there exist fr ∈ ker(R− ζr3)
satisfying Jfr = fr and fr(0) = 1 for r = 1, 2. We assume

√
5 /∈ Q(

√
3, ‖f1‖2, ‖f‖2

2).

(1) Neither the case (1) of Lemma 10.5 nor the case (1) of Lemma 10.7 occurs.
(2) The case (2) of Lemma 10.5 or the case (2) of Lemma 10.7 could occur only if κ1 = −1 and ‖f1‖2 =
‖f2‖2 = 3.

(3) The case (1) of Lemma 10.12 never occurs.
(4) The case (2) of Lemma 10.12 could occur only if ‖f1‖2 = ‖f2‖2 = 2.

Proof. Note that we have µ1 = µ1(0)f1 and µ2 = µ2(0)f2. The statements follow from

µ1(0)2‖f1‖2 + µ2(0)2‖f2‖2 =
1

3
,

for the cases of Lemma 10.5 and Lemma 10.7, and

µ1(0)2‖f1‖2 + µ2(0)2‖f2‖2 =
1

3
(1− 2

d
),

for the case of Lemma 10.12. �
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Proof of Theorem 10.22. Thanks to the previous lemma, the only possibilities are Case I with (ω1, ω2) =
(1, ζ±1

3 ). We assume (ω1, ω2) = (1, ζ3) as the other case can be treated in the same way. Lemma 10.2,(4)

with g = 2 implies

|ξ1(2)|2 + 2|η2(2)|2 = |ξ2(2)|2 + 2|η1(2)|2.
Since dim ker(R − ζ3) = 1, we have ξ2 = ξ2(0)f1 = ξ1(0)f1 and η2 = η2(0)f1 = −η1(0)f1. Since

f ′0(2) = 0, we have ξ1(2) = ξ1(0)f0(2) and η1(2) = η1(0)f0(2). Thus

(ξ0(0)2 − 2η1(0)2)(|f0(2)| − |f1(2)|) = 0,

and ξ0(0) = ±
√

2η1(0). This shows that the case (2) of Lemma 10.8 never occurs. Since ξ2 = ξ1(0)f1 and

η2 = −η1(0)f1, we have ξ2 = ∓
√

2η2, and Eq.(10.23) implies

µ2(0)2‖f1‖2 = ‖µ2‖2 =
1

3d
=

√
5− 2

6
.

Now the equations in (1) of Lemma 10.8 imply

−
√

5− 2

4
−
κ1

√
1− 16η1(0)2

4
= ±
√

2η1(0),

(−
√

5− 2

12
+
κ1

√
1− 16η1(0)2

4
)2‖f1‖2 =

√
5− 2

6
.

Direct computation shows that for ‖f1‖2
as above, these is no η1(0) satisfying these two equations. �

10.8. The case of G = Z2 × Z2.

Theorem 10.24. There is no C∗ near-group category for Z2 × Z2 withm = 8.

We use the notation in Example 9.6. Up to complex conjugate, there are exactly two a(g) for each of

〈·, ·〉1 and 〈·, ·〉2, and we show the statement for these 4 cases separately.

Lemma 10.25. There is no C∗ near-group category for 〈·, ·〉1 and a(g0) = a(g1) = i, a(g2) = −1.

Proof. In this case we can choose c = i, and

R =
−i

2


1 0 0 0
0 −i 0 0
0 0 −i 0
0 0 0 −1




1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 =
1

2


−i −i −i −i
−1 1 −1 1
−1 −1 1 1
i −i −i i

 ,

J


f(0)
f(g0)
f(g1)
f(g2)

 =


f(0)

−if(g0)

−if(g1)

−f(g2)

 .

Let

f0 =


1

− ζ−1
8√

2

− ζ−1
8√

2

i

 , f ′0 =


0
ζ−1

8 i
−ζ−1

8 i
0

 , f1 =


1
ζ−1
8

2 cos 7π
12

ζ−1
8

2 cos 7π
12

tan 7π
12

i

 , f2 =


1
ζ−1
8

2 cos π
12

ζ−1
8

2 cos π
12

− tan π
12

i

 .
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Then Rf0 = f0, Rf ′0 = f ′0, Rf1 = ζ3f1, Rf2 = ζ2
3f2, and they are invariant under J . They form a

(non-normalized) orthogonal basis of `2(Z2 × Z2) as well as the real subspace of J -invariant vectors. We

have

‖f1‖2 =
3

2 cos2 7π
12

= 6(2 +
√

3),

‖f2‖2 =
3

2 cos2 π
12

= 6(2−
√

3).

Since f ′0(g2) = 0, we can show the statement in exactly the same way as in the case of Z4. �

Lemma 10.26. There is no C∗ near-group category for 〈·, ·〉1 and a(g0) = −a(g1) = i, a(g2) = 1.

Proof. In this case we can choose c = 1, and

R =
1

2


1 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 1




1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 =
1

2


1 1 1 1
−i i −i i
i i −i −i
1 −1 −1 1

 ,

J


f(0)
f(g0)
f(g1)
f(g2)

 =


f(0)

−if(g0)

if(g1)

f(g2)

 .

Let

f0 =


1
ζ−1
8

2
√

2
ζ8

2
√

2
1
2

 , f ′0 =


0
ζ−1
8√

2
ζ8√

2

−1

 , f1 =


1

−2 cos π
12
ζ−1

8

2 sin π
12
ζ8

−1

 , f2 =


1

2 sin π
12
ζ−1

8

−2 cos π
12
ζ8

−1

 .

Then Rf0 = f0, Rf ′0 = f ′0, Rf1 = ζ3f1, Rf2 = ζ2
3f2, and they are invariant under J . They form a

(non-normalized) orthogonal basis of `2(Z2 × Z2) as well as the real subspace of J -invariant vectors. We

have ‖f1‖2 = ‖f2‖2 = 6.

Thanks to Lemma 10.23, the only remaining case is Case I with (ω1, ω2) = (1, ζ±1
3 ). We assume

(ω1, ω2) = (1, ζ3) because the other case can be treated in the same way. Eq.(10.23) implies

(ξ1(0)2 − 2η1(0)2)‖f1‖2 − 3µ2(0)2‖f2‖2 = −1

d
,

and so

3µ2(0)2 − ξ1(0)2 + 2η1(0)2 =

√
5− 2

12
.

This shows that case (2) in Lemma 10.8 never occurs because the left-hand side would be negative in that

case. We assume that the case (1) in Lemma 10.8 holds. Then we would get

√
5− 2

12
= 3µ2(0)2 − ξ1(0)2 + 2η1(0)2

= 3(−
√

5− 2

12
+
κ1

√
1− 16η1(0)2

4
)2 − (

√
5− 2

4
+
κ1

√
1− 16η1(0)2

4
)2 + 2η1(0)2

=
−3 + 2

√
5

12
−

(
√

5− 2)κ1

√
1− 16η1(0)2

4
,
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and

κ1

√
1− 16η1(0)2 =

3 +
√

5

3
> 1.

This is contradiction. �

Up to group automorphism there are exactly two a(g) for 〈·, ·〉2, the one given by a(g0) = a(g1) =
1, a(g2) = −1, and the one given by a(g0) = a(g1) = a(g2) = −1.

Lemma 10.27. There is no C∗ near-group category for 〈·, ·〉2 and a(g0) = a(g1) = 1, a(a2) = −1.

Proof. In this case, we can choose c = 1, and

R =
1

2


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1




1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 =
1

2


1 1 1 1
1 1 −1 −1
1 −1 1 −1
−1 1 1 −1

 ,

J


f(0)
f(g0)
f(g1)
f(g2)

 =


f(0)

f(g0)

f(g1)

−f(g2)

 .

Let

f0 =


1
1
2
1
2
0

 , f ′0 =


0
1
−1
0

 , f1 =


1
−1
−1√

3i

 , f2 =


1
−1
−1

−
√

3i

 .

Then Rf0 = f0, Rf ′0 = f ′0, Rf1 = ζ3f1, Rf2 = ζ2
3f2, and they are invariant under J . They form a

(non-normalized) orthogonal basis of `2(Z2 × Z2) as well as the real subspace of J -invariant vectors. We

have ‖f1‖2 = ‖f2‖2 = 6.

Since f ′0(g3) = 0, we can show the statement in exactly the same way as in the case of Z4. �

Lemma 10.28. There is no C∗ near-group category for 〈·, ·〉2 and a(g0) = a(g1) = a(g2) = −1.

Proof. In this case, we can choose c = −1, and

R =
−1

2


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1




1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 =
1

2


−1 −1 −1 −1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1

 ,

J


f(0)
f(g0)
f(g1)
f(g2)

 =


f(0)

−f(g0)

−f(g1)

−f(g2)

 .

Let

f0 =


0
1
ζ3

ζ2
3

 , f ′0 =


0
1
ζ2

3

ζ3

 , f1 =


1
− i√

3

− i√
3

− i√
3

 , f2 =


1
i√
3

i√
3

i√
3

 .
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ThenRf0 = f0,Rf ′0 = f ′0,Rf1 = ζ3f1,Rf2 = ζ2
3f2, and J f0 = −f ′0, J f ′0 = −f0, J f1 = f1, J f2 = f2.

They form a (non-normalized) orthogonal basis of `2(Z2×Z2) as well as the real subspace of J -invariant

vectors. We have ‖f1‖2 = ‖f2‖2 = 2.

Lemma 10.23 and f0(0) = f ′0(0) = 0 imply that the only possible case is the case (2) of Lemma 10.12.

Thus there exist p ∈ C and κ ∈ {1,−1} such that µ0 = pf0 + pf ′0, and

µ = pf0 + pf ′0 + (
κ

4
+

√
5− 2

4
√

3
)if1 + (

κ

4
−
√

5− 2

4
√

3
)if2.

Let pi = pζ i3 + pζ−i3 ∈ R. Then

µ(0) =
κ

2
i, µ(gi) = pi +

√
5− 2

6
,

Rµ(0) = −
√

5− 2

4
− κ

4
i, Rµ(gi) = pi −

√
5− 2

12
+
κ

4
i,

R2µ(0) =

√
5− 2

4
− κ

4
i, R2µ(gi) = pi −

√
5− 2

12
− κ

4
i.

Now Lemma 10.2,(4) with g = gi is equivalent to

(10.50) p2
i −
√

5− 2

6
pi + |η(gi)|2 =

√
5

36
,

(10.51) |ξ(gi)|2 + 2|η(gi)|2 + p2
i +

√
5− 2

3
pi =

√
5

9
,

(10.52) ξ(gi)η(gi) = (pi −
√

5− 2

3
)η(gi),

(10.53) η(gi)
2 + ξ(gi)(pi +

√
5− 2

6
) = 0.

From Eq.(10.52) and (10.53), we have

0 = η(gi)
2η(gi) + ξ(gi)η(gi)(pi +

√
5− 2

6
)

= η(gi)
2η(gi) + η(gi)(pi −

√
5− 2

3
)(pi +

√
5− 2

6
)

= η(gi)(|η(gi)|2 + p2
i −
√

5− 2

6
pi −

9− 4
√

5

18
).

and η(gi) = 0. Eq.(10.53) implies either ξ(gi) = 0 or pi = −(
√

5 − 2)/6, which in either case is not

compatible with Eq.(10.50), (10.51). �

11. 2Gl 1 subfactors

Let n and l be natural numbers. A bipartite graph is said to be 2nl 1 if the following conditions hold:

(1) the set of even vertices is {vi}n−1
i=0 ∪ {vρ},

(2) the set of odd vertices is {w}n−1
i=0 ∪ {wπ},
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(3) the only non-zero entries of the incidence matrix Γ are

Γvi,wi = Γwi,vi = 1,

Γwi,vρ = Γvρ,wi = l,

Γvρ,wπ = Γwπ ,v = 1.

Let N ⊂ M be a subfactor whose principal graph is 2nl 1. More precisely, by the principal graph,

we mean the induction reduction graph for M −M and M − N sectors. Then the vertices {vi}n−1
i=0

correspond to automorphisms, forming a group G in Out(M), and we denote them by {αg}g∈G. We call

such a subfactor 2Gl 1. When l = 1, we just call it a 2G1 subfactor. For example, the E6 subfactor is 2Z21.

Let ρ be the endomorphism of M corresponding to vρ. Then {αg}g∈G ∪ {ρ} generate a C
∗

near-group

category for G with m = ln. In particular G is always abelian. In this section, we determine the structure

of 2Gl 1 subfactors in terms of the corresponding C
∗

near group categories.

id ι ρ α2ι α2

π

αι

α

Figure 1. 2Z3
2 1 subfactor

Let N ⊂M be a 2Gl 1 subfactor and let {αg}g∈G and ρ be as above. We may and do assume αg ◦ ρ = ρ,

and we use the same notation as in the previous sections for the restriction of αg and ρ to the intertwiner

spaces (αg, ρ
2), and (ρ, ρ2). Let ι : N ↪→M be the inclusion map. Then odd vertices {wi}n−1

i=0 correspond

to {αg ◦ ι}g∈G. Let π : N →M be the homomorphism corresponding to wπ. Direct computation shows

d(ι) = d/
√
n, d(π) =

√
n, and [ρ] = [πι]. Since ρ is self-conjugate, we have [ρ] = [ιπ] too. Since

[αg ◦ π] = [π] and d(π) =
√
n, we have

[ππ] =
⊕
g∈G

[αg].

From [ρ] = [ιπ], we may assume ρ = ιπ by replacing ρ with Ad v ◦ ρ and αg by Ad v ◦ αg ◦Ad v∗ for

a unitary v ∈M if necessary. This means that we have M ⊃ N ⊃ ρ(M).

Lemma 11.1. Let the notation be as above.
(1) N = ρ(M) ∨ {U(g)}′′g∈G.
(2) The dual inclusion ofM ⊃ N is isomorphic toMα ⊃ ρ(M), whereMα is the �xed point subalgebra

Mα = {x ∈M ; αg(x) = x, ∀g ∈ G}.

Proof. (1) Since [π ◦ αg] = [π], there exist unitaries ug ∈ N satisfying π ◦ αg = Adug ◦ π. On the other

hand, we have

AdU(g) ◦ ρ = ρ ◦ αg = ι ◦ π ◦ αg = ι ◦ Adug ◦ π,
and ug is a multiple of U(g). This means that U(g) ∈ N , and we have the inclusion relation N ⊃ ρ(M)∨
{U(g)}g∈G. Let ρ0 be ρ regarded as an isomorphism fromM onto ρ(M), and let βg = ρ0◦αg◦ρ−1

0 , which is

an outer action ofG on ρ(M). Since ρ(M)∨{U(g)}g∈G is identi�ed with the crossed product ρ(M)oβG,

its index inM is d2/n, which coincides with [M : N ]. Thus we have the equalityN = ρ(M)∨{U(g)}g∈G.
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(2) Since [ρ] = [πι], we may assume ρ = π ◦ ι by replacing π with an equivalent sector if necessary.

Since [αg ◦ π] = [π], there exist unitaries vg ∈M such αg ◦ π = Ad vg ◦ π. On the other hand, we have

αg ◦ ρ = ρ, and so vg is a scalar and αg ◦ π = π. Since d(π) =
√
n, this implies that the image of π

coincides with Mα
. Thus the dual inclusion N ⊃ ι(N) is isomorphic to Mα ⊃ ρ(M). �

Theorem 11.2. For an abelian group G, there is a one-to-one correspondence between the isomorphism
classes of 2Gl 1 subfactors and the set of equivalence classes of a C∗ near-group category for G withm = ln.

Proof. It is obvious that isomorphic 2Gl 1 subfactors give rise to equivalent C
∗

near-group categories.

Moreover the previous lemma shows that if the two resulting C
∗

near-group categories are equivalent,

the two 2Gl 1 subfactors are isomorphic.

It remains to show that every C
∗

near-group category for G with m = ln gives rise to a 2Gl 1 subfactor.

We may assume that such a category is realized by {αg}g∈G and ρ acting on a type III factor M , and we

use the same notation as before. We set N = ρ(M) ∨ {U(g)}′′g∈G. Then it is identi�ed with the crossed

product ρ(M) o G, and its index in M is d2/n = 1 + ld. Since ρ(M) is irreducible in M , so is N too.

We denote by ι the inclusion map ι : N ↪→ M . All we have to show is dim(ρ, ιι) = l, or equivalently

dim(ι, ρι) = l, which will show

[ιι] = [id]⊕ l[ρ].

Since (ι, ρι) ⊂ (ρ, ρ2), we have

(ι, ρι) = {T ∈ K; ∀g ∈ G, TU(g) = ρ(U(g))T},

and in view of Eq.(3.30), we have

(ι, ρι) = {T ∈ K; ∀g ∈ G, (j1 ◦ j2)U(g)(j1 ◦ j2)∗T = T},

which shows dim(ι, ρι) = l. �

Grossman-Jordan-Snyder [22, Section 4] discussed Z2-graded extensions of near-group categories C in

the case of prime m = n. They constructed a non-trivial Z2-graded extension of C under the assumption

that the outer automorphism group Out(C) is trivial and the corresponding 2G1 subfactor is self-dual.

We will determine the structure of Out(C) in Section 13. The second condition turns out to always hold.

Theorem 11.3. Let N ⊂ M be a 2Gl 1 subfactor whose associated C∗ near-group category satis�es the
following condition: the operator A(g) in Lemma 7.4 is a scalar for any g ∈ G. Then N ⊂M is self-dual. In
particular, every 2G1 subfactor is self-dual.

Proof. We use the same notation for a 2Gl 1 subfactor N ⊂ M as before. Let ι′ : ρ(M) ↪→ Mα
and

κ : Mα ↪→ M be the inclusion maps. Since ρ(M) ⊂ Mα
, the restriction of ρ to Mα

makes sense as

an endomorphism of Mα
, which will be denoted by ρ′. Since αg(U(h)) = 〈g, h〉U(h), the restriction of

AdU(−g) to Mα
makes sense too as a G-action on Mα

, which will be denoted by α′. By de�nition, we

have ρ ◦ κ = κ ◦ ρ′ and κ ◦ α′g = AdU(−g) ◦ κ. We also have α′g ◦ ρ′ = ρ′ as AdU(−g) ◦ ρ = ρ ◦ αg.
We �rst claim that that ρ′ is irreducible. Indeed, we have

(ρ′, ρ′) = (κ ◦ ρ′, κ ◦ ρ′) ∩Mα = (ρ ◦ κ, ρ ◦ κ) ∩Mα,

and we �rst determine (ρ ◦ κ, ρ ◦ κ). Since AdU(g) ◦ ρ = ρ ◦ αg, we have U(g) ∈ (ρ ◦ κ, ρ ◦ κ). On the

other hand,

dim(ρ ◦ κ, ρ ◦ κ) = dim(κκ, ρ2) = dim(
⊕
g∈G

αg, ρ
2) = n,

and so (ρ ◦ κ, ρ ◦ κ) = span{U(g)}g∈G. This shows that ρ′ is irreducible.
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Next we observe

[ι′ι′] = [id]⊕ l[ρ′],

or equivalently dim(ι′, ρ′ ◦ ι′) = l. This follows from

(ι′, ρ′ ◦ ι′) = (ρ, ρ2) ∩Mα = {T ∈ K; ∀g ∈ G, V (g)T = T}.

Now it su�ces to show that the two categories generated by {αg}g∈G ∪ {ρ} and by {α′g}g∈G ∪ {ρ′}
are mutually equivalent, and for this we show that the their Cuntz algebra models are the same.

Let

S ′0 =
1√
n

∑
g∈G

Sg ∈Mα.

Then for any x ∈Mα
, we have

ρ′2(x)S ′0 =
1√
n

∑
g∈G

Sgαg(x) =
1√
n

∑
g∈G

Sgx = S ′0x,

and S ′0 ∈ (id, ρ′2). We set

S ′g = α′g(S
′
0) =

1√
n

∑
h∈G

U(−g)ShU(−g)∗ =
1√
n

∑
h∈G

〈g, h〉ShU(g),

which is in (α′g, ρ
′2). Note that we have∑

g∈G

S ′gα
′
g(x)S ′∗g =

1

n

∑
g,h,k∈G

〈g, k − h〉ShxS∗k =
∑
h∈G

ShxS
∗
h.

On the other hand,

ρ′2(x) =
∑
g

Sgαg(x)S∗g +
∑
g,r

Tg(er)ρ(x)Tg(er)
∗,

=
∑
g

SgxS
∗
g +

∑
g,r

Tg(er)U(g)ρ(x)U(g)∗Tg(er)
∗

=
∑
g

S ′gα
′
g(x)S ′g

∗
+
∑
g,r

Tg(er)U(g)ρ′(x)U(g)∗Tg(er)
∗.

Since Tg(ξ)U(g) ∈ Mα
, we see that {Tg(er)U(g)}g,r form an orthonormal basis of (ρ′, ρ′2). Since

ρ(U(−g)) ∈Mα
, and Ad ρ(U(−g)) ◦ ρ′ = ρ′ ◦ α′g, we set U ′(−g) = ρ(U(g)). Then thanks to Eq.(3.30),

we have

U ′(g)S ′h =
1√
n

∑
k

〈h, k〉ρ(U(−g))SkU(h) =
1√
n

∑
k

〈h, k〉Sk+gU(h) = 〈h, g〉S ′h.

By assumption, the operator A(g) in Lemma 7.4 is a scalar a(g). We choose a square root of â(0) ∈ T
and �x it, and set

T ′0(ξ) =
â(0)1/2

√
n

∑
h∈G

Th(ξ)U(h) ∈ (ρ′, ρ′2) ∩ (Mα)α
′
,
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T ′g(ξ) = U ′(−g)T ′0(ξ)

=
â(0)1/2

√
n

∑
h∈G

ρ(U(g))Th(ξ)U(h)

=
â(0)1/2

√
n

∑
h∈G

(j1 ◦ j2)∗U(g)(j1 ◦ j2)Th(ξ)U(h+ g)

=
â(0)1/2

√
n

∑
h∈G

Th+g(A(h+ g)A(h)∗ξ)U(h+ g)

=
â(0)1/2a(g)√

n

∑
h∈G

〈g, h〉Th(ξ)U(h).

Then {T ′g(er)}g,r is an orthonormal basis of (ρ′, ρ′2), and we have α′g(T
′
h(er)) = 〈g, h〉T ′g(er) and

U ′(g)T ′h(er) = T ′h−g(er).

For T ′ ∈ (ρ′, ρ′2), we de�ned j′1(T ′) and j′2(T ′) as in the de�nition of j1 and j2 by replacing ρ and S0

with ρ′ and S ′0. Then

j′1(T ′g(ξ)) =
√
dT ′g(ξ)

∗ρ′(S0)

=
â(0)−1/2a(g)

√
d

n

∑
h,k∈G

〈g, h〉U(h)∗Th(ξ)
∗ρ(Sk)

=
â(0)−1/2a(g)

√
d

n

∑
h,k∈G

〈g, h〉U(h)∗Th(ξ)
∗U(k)ρ(S0)U(k)∗

=
â(0)−1/2a(g)

n

∑
h,k∈G

〈g, h〉U(h)∗j1(Th+k(ξ))U(k)∗

=
â(0)−1/2a(g)

n

∑
h,k∈G

a(k + h)〈g, h〉T−k(Jξ)U(k)∗

Since

1√
n

∑
h

〈g, h〉a(k + h) = 〈g, k〉â(−g) = 〈g, k〉â(0)a(−g),

we get

j′1(T ′g(ξ)) =
â(0)1/2

√
n

∑
k∈G

〈g, k〉T−k(Jξ)U(k)∗ = T ′−g(A(−g)Jξ),

which shows that j′1 has the same form as j1.
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For j′2, we have

j′2(T ′g(ξ)) =
√
dρ(T ′g(ξ)S

′
0)

=
â(0)−1/2a(g)

√
d

n

∑
h,k

〈g, h〉ρ(U(h)∗Th(ξ)
∗)Sk

=
â(0)−1/2a(g)

n

∑
h,k

〈g, h〉ρ(U(h)∗)αk(j2(Th(ξ)))

=
εâ(0)−1/2a(g)

n
√
n

∑
h,k,p

〈g − p, h〉〈k, p〉ρ(U(h)∗)Tp(C
∗Jξ)

=
εâ(0)−1/2a(g)√

n

∑
h

〈g, h〉ρ(U(h)∗)T0(C∗Jξ)

=
εâ(0)−1/2a(g)√

n

∑
h

〈g, h〉a(h)T−h(C
∗Jξ)U(h)∗

=
εâ(0)−1/2

√
n

∑
h

a(g − h)T−h(C
∗Jξ)U(h)∗.

On the other hand,

ε√
n

∑
k

〈g, k〉T ′k(C∗Jξ)

=
εâ(0)1/2

n

∑
h,k

〈g + h, k〉a(k)Th(C
∗Jξ)U(h)

=
εâ(0)1/2

√
n

∑
h

â(−g − h)Th(C
∗Jξ)U(h)

=
εâ(0)−1/2

√
n

∑
h

a(g − h)Th(C
∗Jξ)U(h).

Thus j′2 has the same form as j2.

Now it su�ces to show that Bh(ξ) for ρ′ takes the same form as the original one. Note that we have

T ∗g (er)ρ(T0(eu))T0(et) = a(g)
∑
s

br,st,u(g)T−g(es).
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On the other hand,

T ′g(er)
∗ρ(T ′0(eu))T

′
0(et) =

â(0)1/2

√
n

∑
h

T ′g(er)
∗ρ(Th(eu)U(h))T ′0(et)

=
â(0)1/2

√
n

∑
h

T ′g(er)
∗U ′(h)ρ(T0(eu))U

′(−h)T ′0(et)

=
â(0)1/2

√
n

∑
h

T ′g+h(er)
∗ρ(T0(eu))T

′
h(et)

=
â(0)1/2

n
√
n

∑
h,p,q

a(g + h)a(h)〈q, g + h〉〈p, h〉U(q)∗Tq(er)
∗ρ(T0(eu))Tp(et)U(p)

=
â(0)1/2a(g)

n
√
n

∑
h,p,q

〈q − p− g, h〉〈q, g〉U(q)∗Tq−p(er)
∗ρ(T0(eu))T0(et)U(p),

where we used

Tq(ζ)∗ρ(T0(ξ))Tp(η) = Tq(ζ)∗ρ(T0(ξ))U(−p)T0(η)

= Tq(ζ)∗U(−p)ρ(αp(T0(ξ)))T0(η) = Tq−p(ζ)∗ρ(T0(ξ))T0(η).

Thus we get

T ′g(er)
∗ρ(T ′0(eu))T

′
0(et)

=
â(0)1/2a(g)√

n

∑
p

〈p+ g, g〉U(p+ g)∗Tg(er)
∗ρ(T0(eu))T0(et)U(p)

=
â(0)1/2a(g)2

√
n

∑
p,s

br,st,u(g)〈p+ g, g〉U(p+ g)∗T−g(es)U(p)

=
â(0)1/2

√
n

∑
p,s

br,st,u(g)〈p, g〉Tp(es)U(p)

= a(g)
∑
s

br,st,u(g)T ′−g(es),

which �nishes the proof. �

12. Orbifold construction I (de-eqivariantization)

Orbifold construction for subfactors was �rst introduced in [17] to construct new subfactors from

given ones with group actions (see [38] too). Purely categorical versions (see [4], [11], [53] for example)

of it are now called equivariantization and de-equivariantization, which are dual operations to each other

via Takesaki duality. In the �nal two sections, we systematically investigate these operations for 2Gl 1
subfactors and near-group categories in the irrational case.

Victor Ostrik is the �rst to observe that a near-group category for Z3 × Z3 with m = 9 produces the

Haagerup category via de-equivariantization (see Example 12.13 below). In this section, we systematically

pursue this kind of phenomena. We concentrate on the case with m = |G|, though our argument makes

sense for the case of m > |G| under a mild assumption. A C
∗

near group category in this class is
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completely described by the data (〈·, ·〉, a, b, c) as in Section 9. The pair (〈·, ·〉, a) is often called a quadratic

form on G in the literature, where a is the complex conjugate of a.

Let N ⊂M be a 2G1 subfactor whose even part is a C
∗

near-group category given by α and ρ with

αg ◦ ρ = ρ. We assume that it has an invariant (〈·, ·〉, a, b, c), and we use the same notation as before for

the Cuntz algebra model. Now Eq.(3.30) takes the form

ρ(U(g)) =
∑
h∈G

Sh−gS
∗
h +

∑
h∈G

a(h)a(h− g)ThU(g)T ∗h−g.

12.1. Untwisted case. We �x a subgroup H ⊂ G, and consider the crossed product M oα H , which is

a factor generated by M and a unitary representation {λh} of H with the relation λhx = αh(x)λh for

x ∈M . Then we can extend ρ and α to M oH by setting ρ̃(λh) = a(h)U(h)λh, and α̃g(λh) = 〈g, h〉λh.

Note that we have Ad(a(h)U(h)λh)(ρ(x)) = ρ(αh(x)) for x ∈M , and

(a(h)U(h)λh)(a(k)U(k)λk) = a(h)a(k)U(h)αh(U(k))λh+k

= a(h)a(k)〈h, k〉U(h+ k)λh+k = a(h+ k)U(h+ k)λh+k.

Lemma 12.1. With the notation as above, we have the following for all x ∈M oα H .

ρ̃2(x) =
∑
g∈G

Sgα̃g(x)S∗g +
∑
g∈G

Tgρ̃(x)T ∗g ,

ρ̃ ◦ α̃g = AdU(g) ◦ ρ̃.

Proof. It su�ces to show the statement for x = λh. For x = λh the left-hand side is a(h)2ρ(U(h))U(h)λh,

and

S∗g ρ̃
2(λh)Sg = a(h)2S∗gρ(U(h))U(h)Sg+hλh

= a(h)2〈h, g + h〉S∗gρ(U(h))Sg+hλh = 〈h, g〉λg
= α̃g(λh),

T ∗g ρ̃
2(λh)Tg = a(h)2T ∗g ρ(U(h))U(h)λhTg

= a(h)2〈h, g〉T ∗g ρ(U(h))U(h)Tgλh = a(h)2〈h, g〉T ∗g ρ(U(h))Tg−hλh

= a(h)2a(g)a(g − h)〈h, g〉U(h)λh = a(h)U(h)λh

= ρ̃(λh),

which show the �rst statement.

For the second statement, we have

ρ̃α̃g(λh) = 〈g, h〉a(h)U(h)λh,

and on the other hand,

AdU(g)ρ(λh) = a(h)U(g)U(h)λhU(g)∗

= a(h)U(g + h)αh(U(g)∗)λh = a(h)〈h, g〉U(h)λh.

�

For a subgroup H ⊂ G, we set H⊥ = {g ∈ G; 〈g, h〉 = 1}. Since Adλ∗h ◦ α̃h is trivial on M , it comes

from the dual action of α. If moreover H ⊂ H⊥, it is trivial, that is α̃h = Adλh.

Lemma 12.2. If H ⊂ H⊥, then (ρ̃, ρ̃) = {λh}′′h∈H .
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Proof. Note that we have (ρ̃, ρ̃) ⊂ M oα H ∩ ρ(M)′. Since αh ◦ ρ = ρ, and ρ is irreducible, we get

M oα H ∩ ρ(M)′ = {λh}′′h∈H . Now we have

(ρ̃, ρ̃) = {λh}′′h∈H ∩ {ρ̃(λk)}′k∈H = {λh}′′h∈H ∩ {a(k)U(k)λk}′k∈H ,

which is again {λh}′′h∈H because λh commutes with U(k) thanks to

αh(U(k)) = 〈h, k〉U(k) = U(k).

�

For the character group Ĥ of H , we use the additive notation, that is, for χ1, χ2 ∈ Ĥ , we denote

(χ1 + χ2)(h) = χ1(h)χ2(h). For χ ∈ Ĥ , we denote by eχ the corresponding minimal projection in

{λh}′′h∈H , that is

eχ =
1√
|H|

∑
h∈H

χ(h)λh.

Assume H ⊂ H⊥. Then since

(ρ̃, ρ̃) =
⊕
χ∈Ĥ

Ceχ,

the endomorphism ρ̃ is decomposed into irreducible components σχ parametrized by χ ∈ Ĥ . More

precisely, we choose an isometry Vχ ∈ M oα H for each χ ∈ Ĥ satisfying VχV
∗
χ = eχ, and set

σχ(x) = V ∗χ ρ̃(x)Vχ. For simplicity, we denote σ = σ0. Then we have

[ρ̃] =
⊕
χ∈Ĥ

[σχ].

Note that {σχ}χ∈Ĥ are all inequivalent.

Recall that we may assume N = ρ(M) ∨ {U(g)}′′g∈G, and N is regarded as the crossed product of

ρ(M) by the G-action ρ0 ◦ αg ◦ ρ−1
0 , where ρ0 is ρ regarded as an isomorphism from M onto ρ(M).

Since αh(U(h)) = 〈g, h〉U(g), the restriction of α to N is identi�ed with the dual action for this crossed

product, and in consequence α on N is outer too. Thus N oα H is a subfactor of M oα H .

Theorem 12.3. Let κ : N oα H ↪→M oα H be the inclusion map. Then

[κκ] = [id]⊕
⊕
χ∈Ĥ

[σχ].

Proof. Since [MoαH : NoαH] = [M : N ], it su�ces to show that σχ is contained in κκ, or equivalently

(κ, σχκ) 6= {0}.
Let ι : N ↪→M be the inclusion map. In the proof of Theorem 11.2, we showed

(ι, ρι) = {T ∈ K; ∀g ∈ G, (j1 ◦ j2)U(g)(j1 ◦ j2)∗T = T} = C(j1 ◦ j2)∗T0.

Note that we have

(j1 ◦ j2)U(g)(j1 ◦ j2)∗ = a(g)U(−g)V (−g).

We claim that (j1 ◦ j2)∗T0λh = ρ̃(λh)(j1 ◦ j2)∗T0 holds. Indeed, the right-hand side is

a(h)U(h)λh(j1 ◦ j2)∗T0 = a(h)U(h)αh((j1 ◦ j2)∗T0)λh = a(h)U(h)V (h)(j1 ◦ j2)∗T0λh,
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and the claim follows. Now we have V ∗χ (j1 ◦ j2)∗T0 ∈ (κ, σχκ). It remains to show V ∗χ (j1 ◦ j2)∗T0 6= 0,

which follows from

(V ∗χ (j1 ◦ j2)∗T0)∗V ∗χ (j1 ◦ j2)∗T0 =
1

|H|
∑
h∈H

χ(h)T ∗0 j1 ◦ j2λh(j1 ◦ j2)∗T0

=
1

|H|
∑
h∈H

χ(h)T ∗0 j1 ◦ j2αh((j1 ◦ j2)∗T0)λh

=
1

|H|
∑
h∈H

χ(h)T ∗0 j1 ◦ j2V (h)(j1 ◦ j2)∗T0λh

=
1

|H|
.

�

Remark 12.4. From Theorem 11.3 and its proof, we can see that the subfactor N oα H ⊂ M oα H is

self-dual too.

To determine the principal graph of N oα H ⊂M oα H , it su�ces to determine the fusion rules for

the categories generated by {σχ}χ∈Ĥ .

For g ∈ G, we denote by χg ∈ Ĥ the character of H determined by χg(h) = 〈h, g〉. Since every

character of H extends to a character of G and the bicharacter 〈·, ·〉 is non-degenerate, the map G 3 g 7→
χg ∈ Ĥ is a surjection, giving an isomorphism from G/H⊥ onto Ĥ .

Direct computation shows that α̃g(eχ) = eχ−χg , and eχU(g) = U(g)eχ+χg . This implies [α̃gσχ] =
[σχ−χg ] and [σχα̃g] = [σχ+χg ]. In particular, when k ∈ H⊥, we have

[α̃kσχ] = [σχα̃k] = [σχ].

Theorem 12.5. Assume that H ⊂ H⊥. Then there exists ga ∈ G with a(h) = 〈h, ga〉 for all h ∈ H , and

[σ][σ] =
⊕

k∈H⊥/H

[α̃k−ga ]⊕ |H⊥/H|
⊕

g∈G/H⊥
[α̃gσ],

[α̃g][σ] = [σ][α̃−g].

Note that since [α̃g+h] = [α̃g] for any h ∈ H and [α̃kσ] = [σ] for any k ∈ H⊥, the above expression makes
sense.

Proof. For h1, h2 ∈ H , we have

a(h1)a(h2) = 〈h1, h2〉a(h1 + h2) = a(h1 + h2),

and the restriction of a to H is a character. Thus there exists ga ∈ G satisfying a(h) = 〈h, ga〉 for any

h ∈ H .

We choose a transversal {ki}i∈H⊥/H ⊂ H⊥ for H . Note that we have

σ2(x) = V ∗0 ρ̃(V ∗0 )ρ̃2(x)ρ̃(V0)V0

=
∑
g∈G

V ∗0 ρ̃(V ∗0 )Sgα̃g(x)S∗g ρ̃(V0)V0 +
∑
g∈G

V ∗0 ρ̃(V ∗0 )Tgρ̃(x)T ∗g ρ̃(V0)V0,
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and the range projection of ρ̃(V0)V0 is

ρ̃(V0)e0ρ̃(V0)∗ = ρ̃(V0V
∗

0 )e0 = ρ̃(e0)e0 =
1

|H|
∑
h∈H

a(h)U(h)λhe0

=
1

|H|
∑
h∈H

a(h)U(h)e0 =
1

|H|
∑
h∈H

a(h)e−χhU(h) =
1

|H|
e0

∑
h∈H

a(h)U(h).

We have

1

|H|
e0

∑
h∈H

a(h)U(h)Sg =
1

|H|
e0

∑
h∈H

〈h, ga + g〉Sg = 1H⊥(ga + g)e0Sg,

where 1H⊥ is the indicator function of H⊥. Now∑
g∈G

V ∗0 ρ̃(V ∗0 )Sgα̃g(x)S∗g ρ̃(V0)V0

=
∑
k∈H⊥

V ∗0 ρ̃(V ∗0 )e0Sk−gaα̃k−ga(x)S∗k−gae0ρ̃(V0)V0

=
∑

i∈H⊥/H

∑
h∈H

V ∗0 ρ̃(V ∗0 )e0Sh+ki−gaα̃h+ki−ga(x)S∗h+ki−gae0ρ̃(V0)V0

=
∑

i∈H⊥/H

∑
h∈H

V ∗0 ρ̃(V ∗0 )e0λhSki−gaα̃ki−ga(x)S∗ki−gaλ
∗
he0ρ̃(V0)V0

= |H|
∑

i∈H⊥/H

V ∗0 ρ̃(V ∗0 )Ski−gaα̃ki−ga(x)S∗ki−ga ρ̃(V0)V0.

It is straightforward to see that {
√
|H|V ∗0 ρ̃(V ∗0 )Ski−ga}i∈H⊥/H are isometries with mutually orthogonal

ranges.

For the second term we have∑
g∈G

V ∗0 ρ̃(V ∗0 )Tgρ̃(x)T ∗g ρ̃(V0)V0

=
1

|H|2
∑
g∈G

∑
h1,h2∈H

a(h1)a(h2)V ∗0 ρ̃(V ∗0 )e0U(h1)Tgρ̃(x)T ∗gU(h2)∗e0ρ̃(V0)V0

=
1

|H|4
∑
g∈G

∑
h1,h2,h3,h4∈H

a(h1)a(h2)V ∗0 ρ̃(V ∗0 )λh3Tg−h1 ρ̃(x)T ∗g−h2λh4 ρ̃(V0)V0

=
1

|H|4
∑
g∈G

∑
h1,h2,h3,h4∈H

a(h1)a(h2)〈h3 + h4, g〉V ∗0 ρ̃(V ∗0 )Tg−h1λh3+h4 ρ̃(x)T ∗g−h2 ρ̃(V0)V0

=
1

|H|2
∑
g∈G

∑
h1,h2∈H

a(h1)a(h2)V ∗0 ρ̃(V ∗0 )Tg−h1e−χg ρ̃(x)T ∗g−h2 ρ̃(V0)V0

=
1

|H|2
∑
g∈G

∑
h1,h2∈H

a(h1)a(h2)V ∗0 ρ̃(V ∗0 )Tg−h1V−χgσ−χg(x)V ∗−χgT
∗
g−h2 ρ̃(V0)V0.
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We choose a transversal {gj}j∈G/H⊥ ⊂ G for H⊥. Then we get∑
g∈G

V ∗0 ρ̃(V ∗0 )Tgρ̃(x)T ∗g ρ̃(V0)V0

=
1

|H|2
∑

j∈G/H⊥

∑
i∈H⊥/H

∑
h0,h1,h2∈H

a(h1)a(h2)

× V ∗0 ρ̃(V ∗0 )Tgj+ki+h0−h1V−χgjσ−χgj (x)V ∗−χgjT
∗
gj+ki+h0−h2 ρ̃(V0)V0.

=
1

|H|
∑

j∈G/H⊥

∑
i∈H⊥/H

∑
h1,h2∈H

a(h1)a(h2)

× V ∗0 ρ̃(V ∗0 )Tgj+ki−h1V−χgjσ−χgj (x)V ∗−χgjT
∗
gj+ki−h2 ρ̃(V0)V0.

Direct computation shows that

{ 1√
|H|

∑
h∈H

a(h)V ∗0 ρ̃(V ∗0 )Tgj+ki+hV−χgj }j∈G/H⊥, i∈H⊥/H ,

is a family of isometries with mutually orthogonal ranges. Therefore the statement is proved. �

Remark 12.6. (1) The above theorem in particular shows that σ is self-conjugate if and only if a(h) = 1

for any h ∈ H . Since a(h)a(h) = 〈h, h〉 = 1 for h ∈ H , we have 2ga = 0, and non-trivial ga could occur

only if H is an even group.

(2) The original near-group category is Morita equivalent to the fusion category generated by σ and the

dual action α̂ of α.

A subgroup H ⊂ G is called Lagrangian if H = H⊥ and the restriction of a to H is 1 (see [13]).

Corollary 12.7. If H is a Lagrangian, we have

[σ][σ] = [id]⊕
⊕
g∈G/H

[α̃gσ],

[α̃g][σ] = [σ][α̃−g].

In [32], we gave a Cuntz algebra construction of the fusion categories with the above type of fusion

rules, other than near-group categories, which was further pursued in [15]. In a forthcoming paper, we

systematically investigate such fusion categories for arbitrary �nitely abelian groups. In this note, we

just give a converse construction of the above corollary in the case of odd groups.

Let R be a type III factor and K be an odd abelian group, which will play the role of Ĥ as well as

G/H . Assume that we are given a map β : K → Aut(R) inducing an injective homomorphism from K
into Out(R), and irreducible σ ∈ End(R) satisfying

[βk][σ] = [σ][β−k],

[σ][σ] = [id]⊕ l
⊕
k∈K

[βk][σ].

Note that the Frobenius reciprocity implies that {βkσ}k∈K are all inequivalent.

Since K 3 k 7→ [βk] ∈ Out(R) is a homomorphism, there exist u(k1, k2) ∈ U(R) satisfying

βk1 ◦ βk2 = Adu(k1, k2) ◦ βk1+k2 . The associativity

βk1 ◦ (βk2 ◦ βk3) = (βk1 ◦ βk2) ◦ βk3
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implies that there exists a 3-cocycle ω ∈ Z3(K,T) satisfying

βk1(u(k2, k3))u(k1, k2 + k3) = ω(k1, k2, k3)u(k1, k2)u(k1 + k2, k3).

Recall that the opposite algebra Ropp
of R is a linear space R equipped with a new product x · y = yx.

To realize Ropp
as a von Neumann algebra, we identify it with the commutant R′ of R under identi�cation

of x ∈ R and JRx
∗JR ∈ R′ where JR is the modular conjugation of R. We denote by j the anti-linear

multiplicative map : R 3 x 7→ JRxJR ∈ Ropp
, and de�ne βopp

k (x) = j ◦ βk ◦ j−1 ∈ Aut(Ropp). Let

R = R⊗Ropp
, let γk = βk⊗βopp

k ∈ R, and let v(k1, k2) = u(k1, k2)⊗ j(u(k1, k2)). Then γ and v satisfy

the 2-cocycle relation

γk1(v(k2, k3))v(k1, k2 + k3) = v(k1, k2)v(k1 + k2, k3),

and we can construct the twisted crossed product M = Roγ,v K , that is a factor generated byR and

unitaries {λvk}k∈K satisfying λvkx = γk(x)λvk for x ∈ R and λvk1λ
v
k2

= v(k1, k2)λvk1+k2
. Let κ : R ↪→M be

the inclusion map. Then the fusion categories generated by {κ(βk⊗ id)κ}k∈K is nothing but the quantum

double Dω(K) (see [31]).

Let

θk1(k2, k3) =
ω(k2, k1, k3)

ω(k1, k2, k3)ω(k2, k3, k1)
.

Then it is known that θk is a 2-cocycle for any �xed k ∈ K (see [7], [8]). We assume that θk is a coboundary

for any k ∈ K , which automatically holds for cyclic groups. This is equivalent to the condition that

Dω(D) is pointed, that is, every simple object of Dω(K) is invertible, which in our situation means that

βk ⊗ id extends to M as we see now. Thanks to this assumption, there exists νk1(k2) satisfying

θk(k
′, k′′) = νk(k

′ + k′′)νk(k′)νk(k′′).

Lemma 12.8. Let the notation be as above. The automorphism βk ⊗ id onR extends toM by

β̃k(λ
v
k′) = νk(k

′)(u(k, k′)u(k′, k)∗ ⊗ 1)λvk′ .

Proof. It su�ces to verify the following two relations:

νk(k
′)(u(k, k′)u(k′, k)∗ ⊗ 1)λvk′(βk ⊗ id)(x)

= (βk ⊗ id) ◦ γk′(x)νk(k
′)(u(k, k′)u(k′, k)∗ ⊗ 1)λvk′ , ∀x ∈ R,

νk(k
′)(u(k, k′)u(k′, k)∗ ⊗ 1)λvk′νk(k

′′)(u(k, k′′)u(k′′, k)∗ ⊗ 1)λvk′′

= νk(k
′ + k′′)(βk ⊗ 1)(w(k′, k′′))(u(k, k′ + k′′)u(k′ + k′′, k)∗ ⊗ 1)λvk′+k′′ .

The �rst one is easy to verify and the second one is equivalent to

νk(k
′)νk(k

′′)u(k, k′)u(k′, k)∗βk′(u(k, k′′)u(k′′, k)∗)u(k′, k′′)

= νk(k
′ + k′′)βk(u(k′ + k′′))u(k, k′ + k′′)u(k′ + k′′, k)∗.
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Using the de�ning relation of ω, we get

βk(u(k′ + k′′))u(k, k′ + k′′)u(k′ + k′′, k)∗

= ω(k, k′, k′′)u(k, k′)u(k + k′, k′′)u(k′ + k′′, k)∗

= ω(k, k′, k′′)u(k, k′)u(k′, k)∗(u(k′, k)u(k + k′, k′′))u(k′ + k′′, k)∗

= ω(k, k′, k′′)ω(k′, k, k′′)u(k, k′)u(k′, k)∗βk′(u(k, k′′))u(k′, k + k′′)u(k′ + k′′, k)∗

= ω(k, k′, k′′)ω(k′, k, k′′)ω(k′, k′′, k)u(k, k′)u(k′, k)∗βk′(u(k, k′′)u(k′′, k)∗)u(k′k′′)

= θk(k′, k′′)u(k, k′)u(k′, k)∗βk′(u(k, k′′)u(k′′, k)∗)u(k′k′′),

which shows the statement. �

Note that the group of the equivalence classes of the simple objects of Dω(K) is {[β̃k ◦ γ̂χ]}k∈K, χ∈K̂ ,

where γ̂ is the dual action of γ. We denote this group by G. Thus G is an extension:

0→ K̂ → G→ K → 0.

Theorem 12.9. Let the notation be as above. The fusion category generated by κ(σ⊗ id)κ is a C∗ near-group
category for G withm = l|K|2.
Proof. Let ρ = κ(σ ⊗ id)κ. Then ρ is irreducible because

dim(ρ, ρ) = dim(κκ(σ ⊗ id), (σ ⊗ id)κκ) =
∑
k,k′∈K

dim(βkσ ⊗ βopp
k , σβk′ ⊗ βopp

k′ ) = 1.

For ρ2
, we have

[ρ2] = [κ(σ ⊗ id)κκ(σ ⊗ id)κ] =
⊕
k∈K

[κ(σβkσ ⊗ βopp
k )κ] =

⊕
k∈K

[κ(β−kσ
2 ⊗ βopp

k )κ]

=
⊕
k∈K

[κγk(β−2kσ
2 ⊗ id)κ] =

⊕
k∈K

[κ(β−2k ⊗ id)κ]⊕ l
⊕
k,k′∈K

[κ(β−2kβk′σ ⊗ id)κ]

=
⊕
k∈K

[β̃−2kκκ]⊕ l|K|
⊕
k′∈K

[κ(βk′σ ⊗ id)κ].

where we used κ ◦ βk = β̃k ◦ κ. Since K is an odd group, the �rst term is⊕
k∈K, χ∈K̂

[β̃kγ̂χ].

For the second term,

dim(κ(βkσ ⊗ id)κ, κ(σ ⊗ id)κ) = dim(κκ(βkσ ⊗ id), (σ ⊗ id)κκ)

=
∑

k′,k′′∈K

dim(βk+k′σ ⊗ βopp
k′ ), ((σβk′′ ⊗ βopp

k′′ )) =
∑
k′∈K

dim(βk+k′σ, β−k′σ)

=
∑
k′∈K

dim(βk+2k′σ, σ) = 1.

This shows

[ρ2] =
⊕

k∈K, χ∈K̂

[β̃kγ̂χ] + l|K|2[ρ].

�
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Remark 12.10. Let Cσ be the fusion category generated by σ, and let Cρ be the near-group category

generated by ρ in Theorem 12.9. Then the above construction shows that Cρ is categorically Morita

equivalent to Cσ � VecωK , where VecωK is the category of K-graded vector spaces with twist ω. In

consequence, we have equivalence Z(Cρ) ∼= Z(Cσ) � Z(VecωK), where Z(C) denotes the Drinfeld center

of C. This explains why the modular data of Z(Cρ) factors as the product of those of Z(Cσ) and Dω(K)
in Example 12.13 and Example 12.14 below (see [15, Section2 and Section 3] and [16, p.636]).

Example 12.11. For G = Z2 × Z2, there is a unique C
∗

near-group category with m = 4, and a non-

trivial subgroup H with H ⊂ H⊥ is unique, which is H = {0, g3} in Example 9.6. The subgroup H is

Lagrangian, and by de-equivariantization, we get the even part of the A7-subfactor.

Example 12.12. There are two C
∗

near-group categories for G = Z4, which are mutually complex

conjugate, and H = Z2 satis�es H = H⊥, though it is not Lagrangian. In this case, de-equivariantization

by H gives two 1-supertransitive subfactors constructed Liu-Morrison-Penneys [41]. In fact they already

observed that the two subfactors they constructed give rise to the 2Z41 subfactors by equivariantization

(see [41, Section 4.3]).

Example 12.13. Let G = Z3 × Z3. Evans-Gannon [16, Table 2] showed that there is a unique C
∗

near-

group category for G = Z3 × Z3, and the quadratic form in the solution is given as 〈(x1, x2), (y1, y2)〉 =

ζx1x2−y1y23 , a(x1, x2) = ζ
x21−y21
3 . There are exactly two Lagrangians: H1 = {(0, 0), (1, 1), (2, 2)} and

H2 = {(0, 0), (1, 2), (2, 1)}, and they produce two di�erent fusion categories by de-equivariantization. A

priori, two di�erent subgroups could produce equivalent categories, but this is not the case now because

of the following reason. In the case of H = H1, we have

[σ2] = [id]⊕
⊕
h∈H2

[α̃hσ],

and α̃ restricted to H2 is an action, and therefore there is no third cohomology obstruction for the Z3

part. When H = H2, the situation is the same. In fact, Grossman-Snyder [21] showed that there are

exactly two C
∗
-fusion categories with the same fusion rules as the Haagerup category (the even part

of the Haagerup subfactor) and with trivial third cohomology obstruction for the Z3 part. Thanks to

Theorem 12.9, which is the converse construction of Corollary 12.7, the two groups H1 and H2 indeed

produce two di�erent fusion categories.

Example 12.14. Evans-Gannon [15] showed that there are exactly two C
∗

near-group categories for

Z9, and they are complex conjugate to each other. In this case, the subgroup H =< 3 >∼= Z3 is a

Lagrangian, which produces two more fusion categories with the same fusion rules as the Haagerup

category. The Z3 part of the resulting fusion categories is generated by α̃1, and its third cohomology

obstruction, known as Connes obstruction [5], can be easily computed as follows. Indeed, we have

α̃3
1 = λ3 and α̃1(λ3) = 〈1, 1〉3λ3, which shows that the Connes obstruction is either ζ3 or ζ−1

3 . The

existence of these two categories has been expected since Evans-Gannon [15, Question 5] obtained the

corresponding hypothetical modular data of the Drinfeld center.

Example 12.15. It is known that there exist fusion categories as in Theorem 12.9 for G = Zn, n = 5, 7, 9,

with l = 1 and trivial third cohomology obstruction on the group part (see [32], [15]). It follows that

there exist C
∗

near-group categories for G = Zn × Zn with m = n2
for n = 5, 7, 9.

12.2. Twisted case. In the tensor category setting (see [11]), de-equivariantization with respect to a

subgroup H ⊂ G can be de�ned for an algebra structure of the object⊕
h∈H

αh,
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because it is known that αh has a unique half-braiding (see [32, Lemma 6.1]), and hence αh uniquely lifts

to the Drinfeld center. In operator algebra setting, an algebra structure of the above object corresponds

to a lifting of {[αh]}h∈H ⊂ Out(M) to a group action. In the case of near-group categories, we have a

privileged lifting determined by αh ◦ ρ = ρ, and we essentially discussed de-equivariantization with this

algebra structure in the previous subsection. The other algebra structures are in one-to-one correspondence

with H2(H,T) \ {0}, and the corresponding operation in terms of operator algebras is cocycle twisted

crossed product.

Let G, M , ρ, and α be as in the previous subsection. Now we do not assume that H satis�es the

condition H ⊂ H⊥. Instead, we assume that H ∼= Z2s
2 for a natural number s, and that the restriction of

〈·, ·〉 to H is non-degenerate. We further assume that there exists a 2-cocycle ω ∈ Z2(H,T) satisfying

ω(h, k)ω(k, h) = 〈h, k〉 ∈ R.

Let M oα,ω H be the twisted crossed product, that is, the von Neumann algebra generated by M and

unitaries {λωh}h∈H satisfying λωhx = αh(x)λωh for any x ∈ M and λωh1λ
ω
h2

= ω(h1, h2)λωh1+h2
. As before

we can extend ρ and α to M oα,ω H by setting ρ̃(λωh) = a(h)U(h)λωh , and α̃g(λ
ω
h) = 〈g, h〉λωh . As in

Lemma 12.1, we have the following for all x ∈M oα H .

ρ̃2(x) =
∑
g∈G

Sgα̃g(x)S∗g +
∑
g∈G

Tgρ̃(x)T ∗g ,

ρ̃ ◦ α̃g = AdU(g) ◦ ρ̃.
We claim that λωh commutes with ρ̃(λωk ) for any h, k ∈ H . Indeed, we have

λωh ρ̃(λωk ) = λωha(k)U(k)λωk = a(k)αh(U(k))λωhλ
ω
k

= a(k)〈h, k〉ω(h, k)U(k)λωh+k = a(k)〈h, k〉ω(h, k)ω(k, h)U(k)λωkλ
ω
h

= ρ̃(λωk )λωh = ρ̃(λωk )λωh .

Lemma 12.16. Let the notation be as above.
(1) α̃h = Adλωh for any h ∈ H .
(2) (ρ̃, ρ̃) = {λωh}′′h∈H .

Proof. (1) Note that the restriction of 〈·, ·〉 to H is real-valued. Since Adλωh
∗ ◦ α̃h is trivial on M , it su�ces

to show

Adλωh
∗ ◦ α̃h(λωk ) = 〈h, k〉λωhλωkλωh

∗ = 〈h, k〉ω(h, k)λωh+kλ
ω
h
∗

= 〈h, k〉ω(h, k)ω(k, h)λωkλ
ω
hλ

ω
h
∗ = 〈h, k〉2λωk = λωk .

(2) As in the proof of Lemma 12.2, we have (M oα,ω H) ∩ ρ(M)′ = {λωh}′′h∈H , and

(ρ̃, ρ̃) = {λωh}′′h∈H ∩ {ρ̃(λωk )}′k∈H = {λωh}′′h∈H .

�

Since 〈·, ·〉 restricted to H is non-degenerate, the twisted group algebra {λωh}′′h∈H is isomorphic to the

full matrix algebra M2s(C). Thus (2) above shows that there exists an irreducible σ ∈ End(M oα,ω H)
satisfying [ρ̃] = 2s[σ]. On the other hand we have

[ρ̃2] =
⊕
g

[α̃g]⊕ n[ρ̃] = |H|
⊕
g∈G/H

[α̃g]⊕ n2s[σ].

This implies
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Theorem 12.17. Let the notation be as above. Then

[σ2] =
⊕
g∈G/H

[α̃g]⊕ 2s|G/H|[σ].

In particular σ generates a C∗ near-group category for G/H withm = 2s|G/H|.

We have already seen in Subsection 10.6 that there are exactly two C
∗

near-group categories for

Z3 with m = 6 (resp. 2Z3
2 1 subfactors), and there is a D8-actions on each of them, where D8 is the

dihedral group of order 8. We will see in Example 13.15 that equivariantization by this action produces a

fusion category containing a C
∗

near-group category for Z2 × Z2 × Z3 with m = 12 (resp. a 2Z2×Z2×Z31
subfactor). Theorem 12.17 should be considered as a converse construction of this equivariantization in

spite of a super�cial discrepancy: twisted crossed product is used instead of ordinary crossed product, and

Z2×Z2 is not the dual group of D8. The �rst point can be easily �xed because it is well-known that every

outer cocycle action of a �nite group is known to be equivalent to an ordinary action. It means that there

is a family of unitaries {wh}h∈H in M satisfying whαh(wk) = ω(h, k)wh+k. Now the twisted crossed

product in Theorem 12.17 is identi�ed with the ordinary crossed product by the new action Adwh ◦ αh.

For the second point, let N ⊂ M be one of the 2Z3
2 1 subfactors, and let γ be the D8-action, which we

will see in Section 13. Let Z(D8) ∼= Z2 be the center of D8. Then it is easy to show that the inclusion

N oγ Z(D8) ⊂M oγ Z(D8) is still 2Z3
2 1, and it is the �xed point algebra pair of N oγ D8 ⊂M oγ D8

under the dual action γ̂ restricted to the group part Hom(D8,T) ∼= Z2 × Z2 of the unitary dual D̂8.

This reasoning indicates that there must be two missing solutions of the polynomial equations for

G = Z2 × Z2 × Z3 with m = 12 in Evans-Gannon’s list [16, Table 2], for which the restriction of 〈·, ·〉 to

Z2 × Z2 should be 〈·, ·〉2 in Example 9.6. Since they are complex conjugate to each other, we give one of

them now.

Example 12.18. Let G = H ×K with H = Z2 × Z2 and K = Z3, and let

〈(h, k), (h′, k′)〉 = 〈h, h′〉2ζkk
′

3 ,

a(h, k) = aH(h)ζk
2

3 ,

with aH(0) = aH(g1) = aH(g2) = 1, aH(g3) = −1, where we use the parametrizationH = {0, g0, g1, g2}
as in Example 9.6. Then there is a unique solution for the equations in Theorem 9.1, which is given by

c = e−πi/6
, d = 6 + 4

√
3 and

b =
1−
√

3

3


1
1
2
1
2
0

⊗
 1

− ζ3
2

− ζ3
2

+
1

2
√

2
√

3


0
1
−1
0

⊗
 0

ζ3i
−ζ3i



+
1

6


1
−1
−1

−
√

3i

⊗
 1

ζ3

ζ3

 ,

where we identify `2(H×K) with `2(H)⊗ `2(K), and `2(H) and `2(K) with C4
and C3

via orthonormal

bases < δ0, δg0 , δg1 , δg2 > and < δ0, δ1, δ2 > respectively. We can apply Theorem 12.17 to this solution

with ω given by following table, and obtain the C
∗

near-group category for Z3 with m = 6 discussed in

Subsection 10.6.

Note that the above solution is invariant under θ ∈ Aut(G) given by θ(0, x) = (0, x), θ(g0, x) =
(g1,−x), (g1, x) = (g0,−x), (g2, x) = (g2, x).
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0 g0 g1 g2

0 1 1 1 1

g0 1 1 i -i
g1 1 -i 1 i
g2 1 i -i 1

13. Orbifold construction II (eqivariantization)

13.1. Automorphismgroups. In this subsection, we investigate the structure of the outer automorphism

group of a C
∗

near-group category C in the irrational case. To realize group actions on C as those on a

concrete operator algebra, we use the Cuntz algebra model discussed in Section 4.

We �x a solution (ε, 〈·, ·〉, A, C, J,Bg) of the equations in Theorem 8.7, and de�ne a G-action α on

On+m and an endomorphism ρ as before. We introduce a subgroup Autρ(On+m) of Aut(On+m) by

Autρ(On+m) = {γ ∈ Aut(On+m); γ ◦ ρ = ρ ◦ γ}.

Lemma 13.1. For any γ ∈ Autρ(On+m), there exist ω ∈ T, θ ∈ Aut(G), and u ∈ U(K0) satisfying
〈θ(g), θ(h)〉 = 〈g, h〉, A(θ(g)) = uA(g)u∗, uC = Cu, uJ = Ju, and Bθ(g)(ξ) = (u⊗ u)Bg(u

∗ξ)u∗, such
that

γ(Sg) = ω2Sθ(g), γ(Tg(ξ)) = ωTθ(g)(uξ).

On the other hand, for any triple (ω, θ, u) ∈ T× Aut(G)× U(K0) satisfying the above condition, there
exists γ(ω,θ,u) ∈ Autρ(On+m) satisfying

γ(ω,θ,u)(Sg) = ω2Sθ(g), γ(ω,θ,u)(Tg(ξ)) = ωTθ(g)(uξ).

Moreover two di�erent (ω, θ, u) and (ω′, θ′, u′) give the same automorphism if and only if ω′ = −ω, θ′ = θ,
and u′ = −u.

Proof. It is straightforward to show the second part, and we show only the �rst part here. Let γ ∈
Autρ(On+m). Since (id, ρ2) = CS0 and γ commutes with ρ, we have γ(S0) ∈ (id, ρ2), and γ(S0) is a

multiple of S0. Replacing γ with γ(eit,id,I) ◦ γ for appropriate t, we may assume γ(S0) = S0.

We claim that there exists θ ∈ Aut(G) satisfying γ ◦ αg ◦ γ−1 = αθ(g) and γ(Sg) = Sθ(g). Since

γ(ρ2, ρ2) = (ρ2, ρ2), and

(ρ2, ρ2) =
⊕
g∈G

CSgS∗g ⊕KK∗,

there exists a permutation θ of G �xing 0 such that γ(SgS
∗
g ) = Sθ(g)S

∗
θ(g). Thus S∗θ(g)γ(Sg) is a unitary

belonging to (γ ◦ αg ◦ γ−1, αθ(g)). Since

γ ◦ αg ◦ γ−1 ◦ ρ = ρ = αg ◦ ρ,
we have (γ ◦ αg ◦ γ−1, αθ(g)) ⊂ (ρ, ρ) = C, which implies that γ ◦ αg ◦ γ−1 = αθ(g) and θ is a group

automorphism of G. Moreover,

γ(Sg) = γ(αg(S0)) = αθ(g)(γ(S0)) = αθ(g)(S0) = Sθ(g).

Since

Ad γ(U(g)) ◦ ρ = γ ◦ AdU(g) ◦ ρ ◦ γ−1 = γ ◦ ρ ◦ αg ◦ γ−1 = ρ ◦ αθ(g),
γ(U(g))S0 = γ(U(g)S0) = γ(S0) = S0,

We have γ(U(g)) = U(θ(g)), which together with αg(U(h)) = 〈g, h〉U(h) implies 〈θ(g), θ(h)〉 = 〈g, h〉.
Since γ commutes with ρ, it induces a unitary transformation of (ρ, ρ2) = K. Since

αg(γ(T0(ξ))) = γ(αθ−1(g)(T0(ξ))) = γ(T0(ξ)),
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we have γ(T0(ξ)) ∈ K0, and there exists a unitary u ∈ U(K0) satisfying γ(T0(ξ)) = T0(uξ). For Tg(ξ),
we have

γ(Tg(ξ)) = γ(U(−g)T0(ξ)) = U(−θ(g))T0(uξ) = Tθ(g)(uξ).

Since γ(S0) = S0, we get γ ◦ j1 = j1 ◦ γ and γ ◦ j2 ◦ γ, and in consequence Lemma 7.4 implies that

A(θ(g)) = uA(g)u∗, uC = Cu, and uJ = Ju.

It remains to show that the condition γ(l(T )) = l(γ(T )) is equivalent toBθ(g)(ξ) = (u⊗u)Bg(u
∗ξ)u∗

under the other conditions we have veri�ed so far. Thanks to Lemma 7.18, the former is equivalent to

γ(Bg(ξ)) = Bθ(g)(uξ). Since Bg(ξ) ∈ K2
0K∗0, we get γ(Bg(ξ)) = (u⊗ u)Bg(ξ)u

∗
, and we are done. �

Recall that the periodic 1-parameter automorphism group {γ(eit,id,I)}t∈R, which is a central subgroup

of Autρ(On+m), has a unique KMS state, whose GNS construction produces a type III factorM extending

On+m (see Appendix and [28]). We use the same symbols α, ρ, γ(ω,θ,u) for their extensions toM as before.

We denote by C ⊂ End(M) the fusion category generated by ρ. To avoid possible confusion, we make

the only exception in this note here, and use the tensor symbol⊗ for the monoidal product of C instead of

composition, and do not omit the symbol HomC for the spaces of intertwiners in the following arguments.

To emphasize that X ∈M is regarded as an element in

HomC(µ, ν) = {X ∈M; Xµ(x) = ν(x)X, ∀x ∈M},
we use the notation (ν|X|µ) following [9, Section IV]. (Caution: the order of µ and ν are switched in

(ν|X|µ) and HomC(µ, ν).) Note that we have

Iσ ⊗ (ν|X|µ) = (σ ⊗ ν|σ(X)|σ ⊗ µ) ∈ HomC(σ ⊗ µ, σ ⊗ ν),

(ν|X|µ)⊗ Iσ = (ν ⊗ σ|X|µ⊗ σ) ∈ HomC(µ⊗ σ, ν ⊗ σ).

An automorphism of C is a tensor auto-equivalence of C as a C
∗
-category, which is a pair (F,L)

consisting of an auto-equivalence F and natural isomorphisms Lσ1,σ2 : F (σ1) ⊗ (σ2) → F (σ1 ⊗ σ2)
satisfying

Lσ1⊗σ2,σ3 ◦ (Lσ1,σ2 ⊗ IF (σ3)) = Lσ1,σ2⊗σ3 ◦ (Iσ1 ⊗ Lσ2,σ3).
The automorphism group Aut(C) of C is the collection of automorphisms of C modulo tensor natural

isomorphisms. Since we are working on C
∗

categories, an isomorphism between two objects are always

assumed to be unitary. An automorphism is inner if it is equivalent to the one given by β ⊗ · ⊗ β−1
for

an invertible object β in C, which is always equivalent to αg ⊗ · ⊗ α−1
g for some g ∈ G in our case. The

outer automorphism group Out(C) of C is Aut(C) modulo the normal subgroup of inner automorphisms.

Every γ ∈ Autρ(On+m) extends toM and induces an automorphism of C, which is denoted by Fγ (we

omit the natural isomorphisms L : Fγ(σ1)⊗ Fγ(σ2)→ Fγ(σ1 ⊗ σ2) as it is trivial now). More precisely,

we de�ne Fγ(σ) = γ ◦ σ ◦ γ−1
for an object σ ∈ C, and de�ne Fγ on the Hom-spaces by the restriction of

γ. For γ = γ(ω,θ,u), we have Fγ(αg) = αθ(g), Fγ(ρ) = ρ,

Lemma 13.2. An automorphism γ ∈ Autρ(On+m) induces a trivial automorphism of C if and only if
γ = γ(ω,id,IK0

) for ω ∈ T.

Proof. Since Fγ is a trivial automorphism only if it �xes the equivalence class of each simple object, we

assume γ = γ(ω,id,u). Assume that η is a natural tensor isomorphism between Fγ and id. We identify

ηαg ∈ HomC(αg, αg) and ηρ ∈ HomC(ρ, ρ) with complex numbers of modulus 1. Note that we have

HomC(αg+h, αg ⊗ αh) = CIM, HomC(ρ, αg ⊗ ρ) = CIM, HomC(ρ, ρ ⊗ αg) = CU(g), HomC(αg, ρ ⊗
ρ) = CSg, and HomC(ρ, ρ ⊗ ρ) = K. Since γ acts on the �rst three trivially, we get ηαg = Iαg . For

Sg ∈ HomC(αg, ρ⊗ ρ) and Tg(ξ) ∈ HomC(ρ, ρ⊗ ρ), we have

(ηρ ⊗ ηρ) ◦ Fγ((ρ⊗ ρ|Sg|αg)) = (ρ⊗ ρ|Sg|αg) ◦ ηαg ,
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(ηρ ⊗ ηρ) ◦ Fγ((ρ⊗ ρ|Tg(ξ)|ρ)) = (ρ⊗ ρ|Tg(ξ)|ρ) ◦ ηρ,
which are equivalent to η2

ρω
2 = 1 and ηρωu = IK0 . Since γ(ω,id,u) = γ(−ω,id,−u), we may assume u = IK0 ,

and γ = γ(η−1
ρ ,id,IK0

).

Tracing back the above argument, we can see that γ(ω,id,IK0
) induces a trivial automorphism of C. �

We set

Autρ,0(On+m) = {γ ∈ Autρ(On+m); γ(S0) = S0} = {γ(1,θ,u) ∈ Autρ(On+m)}.
Then we have

Autρ(On+m)/T ∼= Autρ,0(On+m)/Z2,

where T is identi�ed with {γ(eit,id,I)}t∈R/2πZ and Z2 is identi�ed with {γ(1,id,±IK0
)}. The above lemma

shows that there is an injective homomorphism from Autρ,0(On+m)/Z2 into Aut(C).

Recall that the gauge group G(A,C, J) is the set of all unitaries in U(K0) commuting with A(g), C ,

and J .

Theorem 13.3. With the above notation, we have

Aut(C) ∼= Autρ(On+m)/T ∼= Autρ,0(On+m)/Z2

∼= {(θ, u) ∈ Aut(G)× U(K0); 〈θ(g), θ(h)〉 = 〈g, h〉, uC = Cu, uJ = Ju,

A(θ(g)) = uA(g)u∗, Bθ(g)(ξ) = (u⊗ u)Bg(u
∗ξ)u∗}/{(id,±IK0)}.

In particular, the kernel of the canonical homomorphism from Aut(C) to Aut(G) is isomorphic to

{u ∈ G(A,C, J); Bg(ξ) = (u⊗ u)Bg(u
∗ξ)u∗}/{±IK0}.

Proof. It su�ces to show that the association Autρ,0(On+m) 3 γ 7→ Fγ induces a map onto Aut(C). Let

(F,L) be an automorphism of C. Up to a tensor natural isomorphism, we may assume F (αg) = αθ(g) and

F (ρ) = ρ with a group automorphism θ ∈ Aut(G). Then we have

F (αg)⊗ F (αh) = αθ(g) ⊗ αθ(h) = αθ(g+h) = F (αg+h) = F (αg ⊗ αh),

F (αg)⊗ F (ρ) = αθ(g) ⊗ ρ = ρ = F (ρ) = F (αg ⊗ ρ).

We claim that we may further assume

F (ρ⊗ αg) = F (ρ)⊗ F (αg),

F (ρ⊗ ρ) = F (ρ)⊗ F (ρ),

and Lαg ,αh , Lαg ,ρ, Lρ,αg , and Lρ,ρ are trivial. Indeed, there exist x(g, h) ∈ T and y(g) ∈ T satisfying

Lαg ,αh = (αθ(g+h)|x(g, h)|αθ(g+h)) and Lαg ,ρ = (ρ|y(g)|ρ), and the relation

Lαg⊗αh,ρ ◦ (Lαg ,αh ⊗ IF (ρ)) = Lαg ,αh⊗ρ ◦ (IF (αg) ⊗ Lαh,ρ)
implies x(g, h)y(g+h) = y(g)y(h). Now passing from (F,L) to (F ′, L′) by a tensor natural isomorphism

η : F → F ′ with ηαg = (αθ(g)|y(g)|αθ(g)), ηρ = (ρ|IM|ρ), ηρ⊗αg = y(g)L−1
ρ,αg , and ηρ⊗ρ = L−1

ρ,ρ, we get

the claim.

Note that we have

F ((αg ⊗ αh|IM|αg+h)) = F (αg+h|IM|αg+h)
= (αθ(g+h)|IM|αθ(g+h)) = (αθ(g) ⊗ αθ(h)|IM|αθ(g+h)),

F ((αg ⊗ ρ|IM|ρ)) = F (ρ|IM|ρ) = (ρ|IM|ρ) = (αθ(g) ⊗ ρ|IM|ρ).

We will freely use these relations and their adjoints in what follows.
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SinceF ((ρ⊗ρ|S0|id)) is an isometry belonging to HomC(id, ρ⊗ρ), it is of the form ω(ρ⊗ρ|S0|id) with

ω ∈ T. Thus replacing F with Fγ(ω−1,id,IK)
◦ F , we may further assume F ((ρ⊗ ρ|S0|id)) = (ρ⊗ ρ|S0|id).

Since Sg = αg(S0), we have

(ρ⊗ ρ|Sg|αg) = ((ρ|1|αg ⊗ ρ)⊗ Iρ) ◦ (Iαg ⊗ (ρ⊗ ρ|S0|id)).

Applying F to this, we get F ((ρ⊗ ρ|Sg|αg)) = (ρ⊗ ρ|Sθ(g)|αθ(g)) and its adjoint.

Since F restricted to HomC(ρ, ρ⊗ ρ) is a unitary transformation of HomC(ρ, ρ⊗ ρ), we introduce an

automorphism γ ∈ Aut(On+m) by

F (((ρ⊗ ρ|Sg|αg))) = (ρ⊗ ρ|γ(Sg)|αθ(g)),
F ((ρ⊗ ρ|T |ρ)) = (ρ⊗ ρ|γ(T )|ρ).

The above computation shows γ(Sg) = Sθ(g).
Recall that we have HomC(ρ, ρ ⊗ αg) = CU(g). Thus F ((ρ ⊗ αg|U(g)|ρ)) is a multiple of (ρ ⊗

αθ(g)|U(θ(g))|ρ). Since U(g)S0 = S0, we have

(ρ⊗ ρ|S0|id)

= (Iρ ⊗ (ρ|IM|αg ⊗ ρ)) ◦ ((ρ⊗ αg|U(g)|ρ)⊗ Iρ) ◦ (ρ⊗ ρ|S0|id).

Applying F to this, we get F ((ρ ⊗ αg|U(g)|ρ)) = (ρ ⊗ αθ(g)|U(θ(g))|ρ) and its adjoint. We claim

F ((ρ⊗ αg|U(g)|ρ)) = (ρ⊗ αθ(g)|γ(U(g))|ρ), or equivalently γ(U(g)) = U(θ(g)). Indeed, applying F to

the two equalities

(ρ⊗ ρ|U(g)Sh|αh)
= (Iρ ⊗ (ρ|IM|αg ⊗ ρ)) ◦ ((ρ⊗ αg|U(g)|ρ)⊗ Iρ) ◦ (ρ⊗ ρ|Sh|αh),

(ρ⊗ ρ|U(g)T |ρ)

= (Iρ ⊗ (ρ|IM|αg ⊗ ρ)) ◦ ((ρ⊗ αg|U(g)|ρ)⊗ Iρ) ◦ (ρ⊗ ρ|T |ρ),

we get γ(U(g)Sh) = U(θ(g))γ(Sh) and γ(U(g)T ) = U(θ(g))γ(T ). Choosing an orthonormal basis

{Ti}mi=1 of HomC(ρ, ρ⊗ ρ), we get

γ(U(g)) =
∑
h∈G

γ(U(g)Sh)γ(Sh)
∗ +

m∑
i=1

γ(U(g)Ti)γ(Ti)
∗

=
∑
h∈G

U(θ(g))γ(ShS
∗
h) +

m∑
i=1

U(θ(g))γ(TiT
∗
i ) = U(θ(g)),

which shows the claim.

We have already seen that F coincides with γ on the following morphism spaces:

HomC(αg+h, αg ⊗ αh), HomC(ρ, αg ⊗ ρ), HomC(ρ, ρ⊗ αg),
HomC(αg, ρ⊗ ρ), HomC(ρ, ρ⊗ ρ),

and their adjoints. To �nish the proof, it su�ces to show γ ∈ Autρ,0(On+m). Before showing it, we claim

γ ◦ αg = αθ(g) ◦ γ. This is easily shown for Sh. Applying F to

(ρ⊗ ρ|αg(T )|ρ) = ((ρ|IM|αg ⊗ ρ)⊗ Iρ) ◦ ((Iαg ⊗ (ρ⊗ ρ|T |ρ)) ◦ (αg ⊗ ρ|IM|ρ),

we get γ(αg(T )) = αθ(g)(γ(T )).

Applying F to the two equations

(ρ⊗ ρ|j1(T )|ρ) =
√
d((ρ⊗ ρ|T |ρ)∗ ⊗ Iρ) ◦ (Iρ ⊗ (ρ⊗ ρ|S0|id)),
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(ρ⊗ ρ|j2(T )|ρ) =
√
d(Iρ ⊗ (ρ⊗ ρ|T |ρ)∗) ◦ ((ρ⊗ ρ|S0|id)⊗ Iρ),

we see that γ commutes with j1 and j2. Thus Eq.(3.3) implies

γ(ρ(S0)) = ρ(S0) = ρ(γ(S0)),

and

γ(ρ(Sg)) = γ(U(g)ρ(S0)U(g)∗) = U(θ(g))ρ(S0)U(θ(g))∗ = ρ(Sθ(g)) = ρ(γ(Sg)).

It remains to show γ(ρ(T )) = ρ(γ(T )) for T ∈ HomC(ρ, ρ ⊗ ρ). We recall the two projections

P =
∑

g∈G SgS
∗
g and Q =

∑m
i=1 TiT

∗
i , which satis�es γ(P ) = P , γ(Q) = Q, and P + Q = IM. Then

Eq.(3.12) implies γ(ρ(T ))P = ρ(γ(T ))P and Pγ(ρ(T )) = Pρ(γ(T )). Note thatQρ(T )Q = l(T ) ∈ K2K∗.
Let T ′, T ′′, T ′′′ ∈ HomC(ρ, ρ⊗ ρ). Then T ′′∗T ′∗ρ(T )T ′′′ is a scalar. Denoting it by ξ, we get

ξIρ = (ρ|T ′′|ρ⊗ ρ)∗ ◦ ((ρ|T ′|ρ⊗ ρ)∗ ⊗ Iρ) ◦ (Iρ ⊗ (ρ|T |ρ⊗ ρ)) ◦ (ρ|T ′′′|ρ⊗ ρ).

Applying F to it, we get γ(T ′′)∗γ(T ′)∗ρ(γ(T ))γ(T ′′′) = ξ, and so

T ′′
∗
T ′
∗
γ−1(ρ(γ(T )))T ′′′ = ξ = T ′′

∗
T ′
∗
ρ(T )T ′′′.

This shows Qγ−1(ρ(γ(T )))Q = Qρ(T )Q and equivalently Qρ(γ(T )))Q = Qγ(ρ(T ))Q, which �nishes

the proof. �

Theorem 13.4. When A(g) is a scalar a(g)I for any g ∈ G, the inner automorphism group of C is trivial.
In consequence,

Out(C) = Aut(C) ∼= Autρ(On+m)/T ∼= Autρ,0(On+m)/Z2

∼= {(θ, u) ∈ Aut(G)× G(A,C, J);

a(θ(g)) = a(g), Bθ(g)(ξ) = (u⊗ u)Bg(u
∗ξ)u∗}/{(id,±I)}.

Proof. Let F = αh ⊗ · ⊗ α−1
h . Then F (αg) = αg and F (ρ) = AdU(h)−1 ◦ ρ. We show that η determined

by

ηαg = 〈g, h〉Iαg ∈ HomC(αh ⊗ αg ⊗ α−1
h , αg),

ηρ = (ρ|a(h)U(h)|AdU(h)−1 ◦ ρ) ∈ HomC(αh ⊗ ρ⊗ α−1
h , ρ),

is a tensor natural isomorphism from F to id. Indeed, it su�ces to verify

(ηαg1 ⊗ ηαg2 ) ◦ F ((αg1 ⊗ αg2|IM|αg1+g2)) = (αg1 ⊗ αg2|IM|αg1+g2) ◦ ηαg1+g2 ,

(ηαg ⊗ ηρ) ◦ F ((αg ⊗ ρ|IM|ρ)) = (αg ⊗ ρ|IM|ρ) ◦ ηρ,
(ηρ ⊗ ηαg) ◦ F ((ρ⊗ αg|U(g)|ρ)) = (ρ⊗ αg|U(g)|ρ) ◦ ηρ,

(ηρ ⊗ ηρ) ◦ F ((ρ⊗ ρ|Sg|αg)) = (ρ⊗ ρ|Sg|αg) ◦ ηαg ,
(ηρ ⊗ ηρ) ◦ F ((ρ⊗ ρ|T |ρ)) = (ρ⊗ ρ|T |ρ) ◦ ηρ,

which are equivalent to

〈g1, h〉〈g2, h〉 = 〈g1 + g2, h〉,
αg(a(h)U(h))〈g, h〉 = a(h)U(h),

〈h, g〉a(h)U(h)αh(U(g)) = U(g)a(h)U(h),

ρ(a(h)U(h))a(h)U(h)αh(Sg) = 〈g, h〉Sg,
ρ(a(h)U(h))a(h)U(h)αh(T ) = Ta(h)U(h).

It is straightforward to show these equalities. �
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Corollary 13.5. Whenm = n,

Out(C) = Aut(C)
∼= {θ ∈ Aut(G); 〈θ(g), θ(h)〉 = 〈g, h〉, a(θ(g)) = a(g), b(θ(g)) = b(g)}.

Let

ΓC = {(θ, u) ∈ Aut(G)× G(A,C, J); Bθ(g)(ξ) = (u⊗ u)Bg(u
∗ξ)u∗},

which is isomorphic to Autρ,0(On+m). For x ∈ ΓC , we denote γx instead of γ(1,x) for simplicity.

Remark 13.6. Assume that A(g) is a scalar for any g ∈ G. Then there exists a Out(C)-graded extension C ′
of C such that Out(C) on C ⊂ C ′ is implemented by inner automorphisms of C ′. Indeed, let µ = γ(id,−I),

and consider the crossed productMoµ Z2, which is the von Neumann algebra generated byM and a

period two unitary λ satisfying λx = µ(x)λ for any x ∈M. We can extend ρ, α, and γ toMoµ Z2 by

ρ̃(λ) = λ, α̃g(λ) = λ, and γ̃(λ) = λ. We have γ̃(id,−I) = Adλ. Let µ̂ be the dual action of µ, which is a

period two automorphism ofMoµ Z2 given by

µ̂(x) =

{
x, x ∈M
−λ, x = λ

.

Then it is straightforward to show

ρ̃2(x) =
∑
g∈G

Sgα̃g(x)S∗g +
∑
g,r

Tg(er)µ̂ ◦ ρ̃(x)Tg(er)
∗.

Now we can see that the category generated by µ̂ ◦ ρ̃ is equivalent to C, and we can set C ′ to be the

category generated by µ̂ ◦ ρ̃ and γ̃ΓC .

Example 13.7. Any solutions of Eq.(9.1)-(9.5) given in Section 9 have trivial symmetry, and the corre-

sponding C
∗

near-group has trivial automorphism group.

Example 13.8. For G = Z5 and 〈g, h〉 = ζgh5 , there is a unique a(g), which is given by a(g) = ζ2g2

5 .

There is a unique solution of Eq.(9.1)-(9.5) as follows (see [32, Example A 4] and [16, Table 2]): c = −1,

d = (3 + 3
√

5)/2, b(0) = −1/d,

b(1) = b(4) =
ζ−1

5√
5
, b(2) = b(3) =

ζ5√
5
.

In particular, the solution has a symmetry a(g) = a(−g) and b(g)) = b(−g), and therefore we have

Out(C) ∼= Z2 for the corresponding near-group category C for G = Z5 and m = 5.

Example 13.9. The solution for G = Z2 × Z2 × Z3 with m = 12 given in Example 12.18 has a Z2-

symmetry, and Out(C) ∼= Z2 for the corresponding near-group category C.

Example 13.10. As we have seen in Section 10, there are exactly two C
∗

near-group categories for

G = Z3 with m = 6. For each of the two categories, the solutions of Eq.(8.15)-(8.25) are parametrized by

{(x, y) ∈ R2; x2 + y2 =
√

3/24}. The group automorphism Z3 3 g 7→ −g ∈ Z3 takes (x, y) to (−x,−y).

The gauge group G(A,C, J) is O(2), and

L =

(
1 0
0 −1

)
acts on the solutions as (x, y) 7→ (x,−y), and the rotation

R(θ) =

(
cos θ − sin θ
sin θ cos θ

)
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acts on the solutions as (x, y) 7→ (cos 4θx + sin 4θy,− sin 4θx + cos 4θy). We �x a solution Bg corre-

sponding to (
√√

3/24, 0). Identifying Autρ,0(O9) with

{(θ, u) ∈ Aut(Z3)×O(2); Bθ(g)(ξ) = (u⊗ u)Bg(u
∗ξ)u∗},

we see that it is generated by the two elements

(−1, R(
π

4
)), (id, L).

Thus Autρ,0(O9) is isomorphic to the dihedral group D16 of order 16, and the automorphism group

Aut(C), as well as the outer automorphism group Out(C), of the corresponding near-group category C
are isomorphic to D8.

13.2. The case ofm > |G|. In this section, we assume that Γ is a �nite subgroup of the group

{u ∈ G(A,C, J); Bg(ξ) = (u⊗ u)Bg(u
∗ξ)u∗}.

We regard γ as an outer action of Γ onM via γu = γ(1,id,u). Recall that

N = ρ(M) ∨ {U(g)}g∈G ⊂M

is a 2Gl 1 subfactor with l = m/n. The purpose of this subsection is to determine the structure of the

subfactor N oγ Γ ⊂ M oγ Γ. Let {λu}u∈Γ be the implementing unitary representation inM oγ Γ.

Then we can extend α and ρ toMoγ Γ by α̃g(λu) = λu and ρ̃(λu) = λu. We would like to describe the

structure of the fusion category generated by ρ̃.

Lemma 13.11. Let the notation be as above.

(1) The two commuting actions α and γ give an outer action of G× Γ onM.
(2) ρ̃ is irreducible.
(3) α̃ is an outer action of G.

Proof. (1) The statement follows from Theorem 14.1 below.

(2) Assume X ∈ (ρ̃, ρ̃). Then X is uniquely expanded as X =
∑

u∈ΓXuλu with Xu ∈ M. For any

x ∈M, we have ∑
u∈Γ

ρ(x)Xuλu =
∑
u∈Γ

Xuλuρ(x) =
∑
u∈Γ

Xuγu ◦ ρ(x)λu,

and so ρ(x)Xu = Xuγu ◦ ρ(x). The Frobenius reciprocity and (1) show that (γuρ, ρ) ∼= (γu, ρ
2) is trivial

except for u = I , and X ∈ (ρ, ρ) = C, which means that ρ̃ is irreducible.

(3) Assume that Y ∈Moγ Γ satis�es Y x = α̃g(x)Y for any x ∈ Moγ Γ. Then Y is expanded as

Y =
∑

u∈Γ Yuλu with Yu ∈M, and we can show that Yu ∈ (γu, αg) = Cδu,Iδg,0 as before. This implies

that Y = 0 unless g = 0, and so α̃ is an outer action. �

Since we are working on a non-commutative group Γ, we recall the dual action of γ as a Roberts

action of the dual Γ̂ of Γ. Recall that a Hilbert space H inM is a closed subspace ofM in the weak

operator topology such that W ∗V is a scalar for any V,W ∈ H. The spaceH is equipped with the inner

product 〈V,W 〉 for V,W ∈ H given by W ∗V . Let {Vi}i be an orthonormal basis of a Hilbert spaceH in

M. The support ofH is de�ned by ∑
i

ViV
∗
i ,
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which does not depend on the choice of the orthonormal basis. When the support is I , we say thatH has

full support. For a full support Hilbert spaceH inM, we can de�ne a unital endomorphism ρH ofM by

ρH(x) =
∑
i

VixV
∗
i ,

whose de�nition does not depend on the choice of the orthonormal basis either. When H is globally

invariant under the Γ-action γ, the endomorphism ρH preserves the �xed point algebraMΓ = {x ∈
M; γu(x) = x, ∀u ∈ Γ}, and we denote by γ̌H the restriction of ρH toMΓ

. The equivalence class of γ̌H
depends only on the unitary equivalence class ofH as a representation space of Γ. Since γ is outer, if the

representationH is irreducible, so is γ̌H. For any �nite dimensional (not necessary irreducible) unitary

representation π of Γ, there exists a full support Hilbert space Hπ inM so that the Γ-action on H is

equivalent to π. We use the notation γ̌π instead of γ̌Hπ for simplicity. Let ν :MΓ ↪→M be the inclusion

map. Then we have [νγ̌π] = dim π[ν] by de�nition, and so

[νν] =
⊕
π∈Γ̂

dim π[γ̌π],

by the Frobenius reciprocity. We call {γ̌π}π∈Γ̂ the pre-dual action of γ.

Let {V (π)i}dimπ
i=1 be an orthonormal basis of Hπ. Applying the above argument to the second dual

action γu ⊗ Ad %u onM⊗ B(`2(Γ)), where {%u}u∈Γ is the right regular representation of Γ, we can

de�ne the dual action γ̂π ∈ End(Moγ Γ), which is explicitly given by the following formula:

γ̂π(x) =

{ ∑dimπ
i=1 V (π)ixV (π)∗i , x ∈M

λu, x = λu
.

This can been seen by identifying λu ∈Moγ Γ with I ⊗ λu ∈M⊗B(`2(Γ)), where {λu} in the latter

is the left regular representation of Γ, andM with πγ(M) ⊂M⊗B(`2(Γ)), where

πγ(x)ξ(u) = γu−1(x)ξ(u),

and by using the Hilbert space {V ⊗ I; V ∈ Hπ} inM⊗B(`2). In fact V (π)i⊗ I commutes with I⊗λu
and we have

dimπ∑
i=1

(V (π)i ⊗ I)πγ(x)(V (π)∗i ⊗ I) = πγ(
dimπ∑
i=1

V (π)ixV (π)∗i ).

Remark 13.12. When τ ∈ Hom(Γ,T) is a 1-dimensional representation, the Hilbert spaceHτ is spanned

by a single unitary Vτ with γu(Vτ ) = τ(u)Vu. Thus we have

AdV ∗τ ◦ γ̂τ (x) =

{
x, x ∈M
τ(u)λu, x = λu

,

which recovers the usual dual action in the commutative case.

Lemma 13.13. Let the notation be as above.
(1) [γ̂πρ̃] = [ρ̃γ̂π].
(2) [γ̂πα̃g] = [α̃gγ̂π].
(3) For π1, π2 ∈ Γ̂ and g1, g2 ∈ G, we have dim(γ̂π1α̃g1 , γ̂π2α̃g2) = δπ1,π2δg1,g2 .

Proof. (1) Choosing a basis {V (π)i}dimπ
i=1 ofHπ, we set

dimπ∑
i=1

V (π)iρ(V (π)∗i ),
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which is a unitary belonging to (ρ̃γ̂π, γ̂πρ̃). (2) can be shown in a similar way.

(3) By the Frobenius reciprocity, we have

dim(γ̂π1α̃g1 , γ̂π2α̃g2) = dim(γ̂π2⊗π1 , α̃g2−g1).

Thus it su�ces to show dim(γ̂τ , α̃g) = δτ,1δg,0 for τ ∈ Hom(Γ,T) and g ∈ G. Thanks to Remark 13.12, we

can further replace γ̂τ with AdV ∗τ ◦ γ̂τ . Assume thatX ∈MoγΓ satis�esX AdV ∗τ ◦ γ̂τ (x) = α̃g(x)X for

any x ∈MoγΓ. ThenX is expanded asX =
∑

u∈ΓXuλu withXu ∈M, andXu ∈ (γu, αg) = Cδu,Iδg,0.

Therefore X is a scalar multiple of δg,e. Setting x = λu, we get τ = 1 if X 6= 0. �

We denote by π0 the de�ning representation of Γ on K0, which is not necessarily irreducible.

Theorem 13.14. Let the notation be as above.
(1) ρ̃2 is decomposed as

[ρ̃2] =
⊕
g∈G

[α̃g]⊕ n[γ̂π0 ρ̃].

(2) Let κ : N oγ Γ ↪→Moγ Γ be the inclusion map. Then

[κκ] = [id]⊕ [γ̂π0 ρ̃].

(3) For any π1, π2 ∈ Γ̂, we have dim(γ̂π1 ρ̃, γ̂π2 ρ̃) = δπ1,π2 .

Proof. (1) Since γu acts on {Sg}g∈G trivially, we can easily see Sg ∈ (α̃g, ρ̃
2). As in Section 8, we choose

an orthonormal basis {Tg(ei)}li=1 of K0, and set

eh,g =
l∑

i=1

Tg(ei)Th(ei)
∗.

Then {eg,h}g,h∈G is a system of matrix units in Mγ
. We choose an isometry R ∈ Mγ

whose range

projection is e0,0, and set V (π0)i = R∗T0(ei). LetHπ0 be the linear span of {V (π0)i}li=1. ThenHπ0 is a

Hilbert space inM with full support such that the restriction of γ toHπ0 is equivalent to π0. Therefore

we may assume that γ̂π0 , which is de�ned up to equivalence in any case, is given by

γ̂π0(x) =

{ ∑dimπ
i=1 V (π0)ixV (π0)∗i , x ∈M

λu, x = λu
.

We set Rg = eg,0R, which is an isometry inMγ
. We claim Rg ∈ (γ̂π0 ρ̃, ρ̃

2). Indeed, for x ∈M, we have

ρ̃2(x)Rg = ρ2(x)eg,0R0 =
l∑

i=1

Tg(ei)ρ̃(x)T0(ei)
∗R0

=
l∑

i=1

eg,0RR
∗T0(ei)ρ̃(x)T0(ei)

∗R0 = Rgγ̂π0 ◦ ρ̃(x),

and

ρ̃2(λu)Rg = λuRg = Rgλu = Rgγ̂π0 ◦ ρ̃(λu),

which shows the claim. Since∑
g∈G

RgR
∗
g =

∑
g∈G

eg,0e0,0e0,g =
∑
g∈G

eg,g =
∑
g,i

Tg(ei)Tg(ei)
∗,

we get the statement.
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(2) Let ι : N ↪→M be the inclusion map. Then the proof of Theorem 11.2 shows (ι, ρι) = (j1 ◦ j2)∗K0.

This and the above argument shows the statement.

(3) The statement follows from (1) because

dim(γ̂π1 ρ̃, γ̂π2 ρ̃) = dim(γ̂π2⊗π1 , ρ̃
2)

=
∑
g∈G

dim(γ̂π2⊗π1 , α̃g) + n dim(γ̂π0⊗π2⊗π1 , ρ̃) =
∑
g∈G

dim(γ̂π1 , γ̂π2α̃g) = δπ1,π2 .

�

Example 13.15. We apply the above theorem to Example 13.10. As Γ, we take the group generated by(
1 0
0 −1

)
,

(
0 −1
1 0

)
,

which is the dihedral group D8. The de�ning representation π0 is real and irreducible, and the tensor

product π0 ⊗ π0 is decomposed into 1-dimensional representations,

π0 ⊗ π0
∼=

⊕
τ∈Hom(D8,T)

τ.

Since τ ⊗ π0
∼= π0 for any τ ∈ Hom(D8,T), we get

[(γ̂π0 ρ̃)2] = [γ̂π0⊗π0 ρ̃
2] =

∑
g∈Z3, τ∈Hom(D8,T)

[γ̂τ α̃g] + 3
∑

τ∈Hom(D8,T)

[γ̂τ⊗π0 ρ̃]

=
∑

g∈Z3, τ∈Hom(D8,T)

[γ̂τ α̃g] + 12[γ̂π0 ρ̃].

This means that the fusion category generated by γ̂π0 ρ̃ is a near-group category with the groupZ2×Z2×Z3

and the multiplicity parameter m = 12.

13.3. The case of m = |G|. In this subsection, we assume that C is a C
∗

near-group category with a

�nite abelian group G and m = n, and we use the same notation as in Section 9. In this case, the group

Aut(C) = Out(C) is isomorphic to the set of group automorphisms of G leaving the triple (〈·, ·〉, a, b)
invariant. For simplicity, we assume that we have such an automorphism θ of order two, which covers all

the known examples (see Example 13.8, Example 13.9). Then γ = γ(θ,I) is an outer automorphism of the

factorM of order two commuting with ρ, and it satis�es the relation γ ◦ αg = αθ(g) ◦ γ. Thus Theorem

14.1 implies that α and γ give an outer action of Go Z2 onM.

We denote by λ the implementing unitary in the crossed productMoγ Z2. As before ρ extends to

ρ̃ ∈ End(M oγ Z2) by ρ̃(λ) = λ. Let Gθ
be the set of automorphisms of G �xed by γ. Then αg with

g ∈ Gθ
also extends to α̃g ∈ Aut(Moγ Z2) by α̃g(λ) = λ. We denote by γ̂ the dual action of γ, which is

identi�ed with the generator of the dual action too. As in the previous subsection, we can show that ρ̃ is

irreducible with [γ̂ρ̃] = [ρ̃γ̂] 6= [ρ̃], and that α̃ and γ̂ give an outer action of Gθ × Z2.

Lemma 13.16. (ρ̃2, ρ̃2) = (ρ2, ρ2)γ .

Proof. Assume X + Y λ ∈ (ρ̃2, ρ̃2) with X, Y ∈M. Then X ∈ (ρ2, ρ2)γ and

Y ∈ (ρ2γ, ρ2) ∼= (γ, ρ4) = {0}.

�
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Recall that we have

(ρ2, ρ2) =
⊕
g∈G

CSgS∗g ⊕ B(K).

We choose a subset Λ ⊂ G \Gθ
satisfying Λ ∩ θ(Λ) = ∅ and Λ ∪ θ(Λ) = G \Gθ

. Then the above lemma

shows

(ρ̃2, ρ̃2) =
⊕
g∈Gθ

CSgS∗g ⊕
⊕
g∈Γ

C(SgS
∗
g + Sθ(g)S

∗
θ(g))⊕ B(K)γ.

Thus for g ∈ Λ, the projection SgS
∗
g +Sθ(g)S

∗
θ(g) is minimal in (ρ̃2, ρ̃2), and it corresponds to an irreducible

component of ρ̃2
. We choose an isometry Rg ∈ Mγ

whose range projection is SgS
∗
g + Sθ(g)S

∗
θ(g), and

de�ned πg ∈ End(Moγ Z2) by πg(x) = R∗gρ̃
2(x)Rg. Then

πg(x) =

{
R∗g(Sgαg(x)S∗g + Sθ(g)αθ(g)(x)S∗θ(g))Rg, x ∈M
λ, x = λ

.

For g ∈ Gθ
, we have Tg ∈ (ρ̃, ρ̃2). For g ∈ G \Gθ

, we have

1√
2

(Tg + Tθ(g)) ∈ (ρ̃, ρ̃2),

1√
2

(Tg − Tθ(g)) ∈ (γ̂ρ̃, ρ̃2).

Thus it is straightforward to show the following.

Theorem 13.17. Let the notation be as above.
(1) ρ̃2 is decomposed as

[ρ̃2] =
∑
g∈Gθ

[α̃g] +
∑
g∈Λ

[πg] +
|G|+ |Gθ|

2
[ρ̃] +

|G| − |Gθ|
2

[γ̂ρ̃].

(2) Let κ : N oγ Z2 ↪→Moγ Z2 be the inclusion map. Then

[κκ] = [id] + [ρ̃].

About the fusion rules, we have the following.

Theorem 13.18. Let the notation be as above.
(1) The tensor category generated by {γ̂} ∪ {α̃g}g∈Gθ ∪ {πg}g∈Λ is equivalent to the representation

category of Ĝoθ Z2.
(2) For g ∈ Gθ, we have

[α̃g][ρ̃] = [ρ̃][α̃g] = [ρ̃].

(3) For g ∈ Λ, we have
[πg][ρ̃] = [ρ̃][πg] = [ρ̃] + [γ̂ρ̃].

Proof. (1) LetMG
be the �xed point algebra

MG = {x ∈M; αg(x) = x, ∀g ∈ G},
and let ι1 : MG ↪→ M and ι2 : M ↪→ M oγ Z2 be the inclusion maps. Then it is easy to show that

MG ⊂Moγ Z2 is a crossed product inclusion by a Ĝoθ Z2-action, and the tensor category generated

by ι2ι1(ι2ι1) is equivalent to the representation category of Ĝoθ Z2.
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By construction, we have [α̃g][ι2] = [ι2][αg] for g ∈ Gθ
, and

[πg][ι2] = [ι2][αg] + [ι2][αθ(g)],

for g ∈ Λ. Thus we get the following for g ∈ Λ by the Frobenius reciprocity:

[πg] = [ι2αgι2] = [ι2αθ(g)ι2].

Now we get

[ι2ι1(ι2ι1)] =
∑
g∈G

[ι2αgι2] =
∑
g∈Gθ

[α̃g][ι2ι2] +
∑
g∈Λ

2[πg]

=
∑
g∈Gθ

[α̃g] +
∑
g∈Gθ

[α̃gγ̂] +
∑
g∈Λ

2[πg],

which shows the statement.

(2) We have α̃g ◦ ρ̃ = ρ̃, and taking its adjoint, we get the statement.

(3) By construction, we have

1√
2
R∗g(Sg + Sθ(g)) ∈ (ρ̃, πgρ̃),

1√
2
R∗g(Sg − Sθ(g)) ∈ (γ̂ρ̃, πgρ̃),

which shows [πgρ̃] = [ρ̃] + [γ̂ρ̃]. Taking its adjoint, we get the statement. �

Remark 13.19. The endomorphism ι2αgι2 corresponds to the induced representation

IndĜoθZ2

Ĝ
g,

where g ∈ G =
ˆ̂
G is regarded as a one-dimensional representation of Ĝ.

From the above two theorems, it is easy to determine the principal graphs of the subfactorN oγ Z2 ⊂
Moγ Z2, in particular, for Example 13.8 and Example 13.9. We leave it for the reader.

14. Appendix

Let On+m be the Cuntz algebra with canonical generators {Si}i∈J , where J = {1, 2, . . . , n + m}.
Let J1 = {1, 2, . . . ,m} and J2 = {m + 1,m + 2, . . . , n + m}. We consider a weighted gauge action

γ : T→ Aut(On+m) de�ned by

γt(Si) =

{
eitSi, i ∈ J1

e2itSi, i ∈ J2
.

Then γ has a unique KMS-state ϕ with the inverse temperature log d, where d = m+
√
m2+4n
2

(see [14]).

The weak closureM of On+m in the GNS representation of ϕ is the Powers factor of type III1/d. With

identi�cation {Sg} = {Si}i∈I2 and K = span{Si}i∈I1 , the Cuntz algebra model (α, ρ) of a C
∗

near-group

category C can extend toM, which gives a realization of C in End(M) (see [28]). The purpose of this

appendix is to show that the symmetry group Autρ(On+m) is also realized in Aut(M) ⊂ End(M), and

is even faithfully realized in Out(M).

Let β ∈ Aut(On+m) be an automorphism globally preserving span{Si}i∈I1 and span{Si}i∈I2 . Since

β commutes with γt, it preserves ϕ and extends toM, which is still denoted by β.

Theorem 14.1. Let β ∈ Aut(M) be as above. Then β is inner if and only if β = id.
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Proof. We use the same symbol ϕ and γ for their normal extension toM. Then we have σϕt = γ−t log d,

and the centralizedMϕ is the hyper�nite II1 factor with a unique trace τ = ϕ|Mϕ. We set

w(i) =

{
1, i ∈ J1

2, i ∈ J2
.

For a k-tuple ξ = (ξ1, ξ2, . . . , ξk) ∈ Jk, we set Sξ = Sξ1Sξ2 · · ·Sξk , r(ξ) = ξk, and

w(ξ) =
k∑
i=1

w(ξi).

Then we have γt(Sξ) = eiw(ξ)tSξ . We introduce �nite dimensional ∗-subalgebras ofMϕ by

Ak,1 = span{SξS∗η ; w(ξ) = w(η) = k},

Ak,2 = span{SξS∗η ; w(ξ) = w(η) = k + 1, r(ξ), r(η) ∈ I2},

Ak = Ak,1 ⊕ Ak,2.

Then {Ak}∞k=1 is an increasing sequence of �nite dimensional ∗-subalgebras ofMϕ whose union is dense

inMϕ in the strong ∗-topology (see [28]). We denote by Ek the τ -preserving conditional expectation

fromMϕ onto Ak.

Assume that β is inner, that is, there exists a unitary u ∈M satisfying ux = β(x)u for any x ∈M.

Since β commutes with γt, its Fourier coe�cient

uk =
1

2π

∫ 2π

0

e−iktγt(u)dt

satis�es ukx = β(x)uk too. This implies that un is a multiple of a unitary. On the other hand, the KMS

condition implies

ϕ(uku
∗
k) =

1

dk
ϕ(uku

∗
k),

which implies that uk = 0 for any k 6= 0. Thus u belongs toMϕ.

Let vk = Ek(u). Then we have vkx = β(x)vk for any x ∈ Ak, and the sequence {vk}∞k=1 of contractions

converges to u in the L2
-topology with respect to τ . We may assume β(Si) = ωiSi for any i ∈ J by

choosing appropriate orthonormal bases of span{Si}i∈J1 and span{Si}i∈J2 . For ξ = (ξ1, ξ2, . . . , ξk) ∈ Jk,

we set

ωξ = ωξ1ωξ2 · · ·ωξk .

Then there exists two numbers ck,1, ck,2 ∈ C satisfying

vk = ck,1
∑
w(ξ)=k

ωξSξS
∗
ξ + ck,2

∑
w(ξ)=k−1, i∈J2

ωξωiSξSiS
∗
i S
∗
ξ .

On the other hand, we have the martingale condition Ek(vk+1) = vk. Simple computation shows

Ek(SξSiS
∗
i S
∗
ξ ) =


1
d
SξSxi

∗, w(ξ) = k, i ∈ I1

SξSiS
∗
i S
∗
ξ , w(ξ) = k − 1, i ∈ I2

1
d2
SξS

∗
ξ , w(ξ) = k, i ∈ I2
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Thus

vk = Ek(vk+1)

= ck+1,1

∑
w(ξ)=k+1

ωξEk(SξS
∗
ξ ) + ck+1,2

∑
w(ξ)=k, i∈J2

ωξωiEk(SξSiS
∗
i S
∗
ξ ),

= ck+1,1

∑
w(ξ)=k, i∈J1

ωξωiEk(SξSiS
∗
i S
∗
ξ ) + ck+1,1

∑
w(ξ)=k−1, i∈J2

ωξωiEk(SξSiS
∗
i S
∗
ξ )

+
ck+1,2

d2

∑
w(ξ)=k, i∈J2

ωξωiSξS
∗
ξ

=
ck+1,1

d

∑
w(ξ)=k, i∈J1

ωξωiSξS
∗
ξ + ck+1,1

∑
w(ξ)=k−1, i∈J2

ωξωiSξSiS
∗
i S
∗
ξ

+
ck+1,2

d2

∑
w(ξ)=k, i∈J2

ωξωiSξS
∗
ξ ,

and so (
ck,1
ck,2

)
=

(
mz
d

nw
d2

1 0

)(
ck+1,1

ck+1,2

)
,

where

z =
1

m

∑
i∈J1

ωi,

w =
1

n

∑
i∈J2

ωi.

Let Γ be the above matrix. Then the two eigenvalues of Γ are

λ± =
mz ±

√
m2z2 + 4nw

2d
.

Unless |z| = 1 and w = z2
, we have |λ±| < 1, and(

ck,1
ck,2

)
= Γl

(
ck+l,1

ck+l,2

)
→
(

0
0

)
(l→∞),

for we have |ck+l,1| ≤ 1 and |ck+l,2| ≤ 1, which is contradiction.

Assume |z| = 1 and w = z2
now. Then we have ωi = z for any i ∈ J1 and ωi = z2

for any i ∈ J2,

and the restriction of β toMϕ is trivial. This implies that u ∈Mϕ ∩M′
ϕ = C, and β = id. �
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