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- How many primes are there up to some bound?
- By Hadamard and Poussin: if $\pi(x)$ counts the number of primes less than $x$,

$$
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\pi(x ; m, a) \sim \frac{\pi(x)}{\phi(m)} \text { as } x \rightarrow \infty
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## But how much bigger does $x$ have to be than $m$ ?

More precisely: does there exist some function $Q(x)$ (tending to infinity as $x \rightarrow \infty)$, such that the above holds uniformly for all $m \leq Q(x)$ and all a coprime to $m$ ?
Siegel-Walfisz: $Q(x)=(\log x)^{A}$.
Assuming GRH: $Q(x)=x^{1 / 2}(\log x)^{-2}$.

Can we move beyond this barrier of $1 / 2$ ?

I have no idea... but we can think about it in function fields...
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- How many (monic) irreducible polynomials are there of degree $n$ ?
- If $\pi(n)$ counts the number of (monic) irreducible polynomials of degree $n$ then by a counting argument

$$
\pi(n) \sim \frac{q^{n}}{n} \text { as } n \rightarrow \infty
$$
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We could also ask about arithmetic progressions!
Given coprime $A, F \in \mathbb{F}_{q}[T]$,

How many (monic) irreducible polynomials are there of degree $n$, congruent to $A \bmod F$ ?

Again, let's focus on this one!
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If $\pi(n ; F, A)$ count the number of monic irreducible polynomials of degree $n$, congruent to $A \bmod F$, then

$$
\pi(n ; F, A) \sim \frac{\pi(n)}{\phi(F)} \text { as } n \rightarrow \infty
$$

For how big of a range of $F$ (in terms of $n$ ) does this hold uniformly?
It turns out GRH holds here, so $\operatorname{deg} F<\left(\frac{1}{2}-\epsilon\right) n$. This is the same as the $1 / 2$ barrier over $\mathbb{Z}$ !

Can we have this hold for $\operatorname{deg} F<\left(\frac{1}{2}+\delta\right) n$ for some $\delta>0$ ?
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## Theorem (B.)
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$$
\sum_{\substack{\operatorname{deg} X<a \\(X, F)=1}} \mu(X) \sum_{\substack{\operatorname{deg} Y<b \\ X Y \equiv A(\bmod F)}} 1 .
$$

In certain ranges of $a$ and $b$, it is very difficult to get the type of cancellation needed (what Sawin and Shusterman did using some algebraic geometry).

But in other ranges, it turns out to be a job for exponential sums...
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Let $G$ be some (additive) group. A character of $G$ is a homomorphism

$$
\psi: G \rightarrow\{z \in \mathbb{C}:|z|=1\} .
$$

We are interested in them here because we can often represent counting problems as a "character sum"; due to the orthogonality relation (for finite $G$ )

$$
\sum_{x \in G} \psi(x)=\left\{\begin{array}{lc}
|G|, & \psi \text { is trivial } \\
0, & \text { otherwise }
\end{array}\right.
$$
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Recall that in $\mathbb{R}$, there is a "canonical" additive character often used:

$$
e^{2 i \pi x}
$$

This is defined on all of $\mathbb{R}$, but also mixes very well over $\mathbb{Z}$.
For any integer $m$, the function

$$
x \rightarrow e^{2 i \pi x / m}
$$

is a non-trivial additive character of $\mathbb{Z} / m \mathbb{Z}$. This provides the orthogonality relation

$$
\frac{1}{m} \sum_{x=0}^{m-1} e^{2 i \pi a x / m}= \begin{cases}0, & a \not \equiv 0(\bmod m) \\ 1, & a \equiv 0(\bmod m) .\end{cases}
$$
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To do this, we first are going to view $\mathbb{F}_{q}[T]$ as living inside some larger space. We are going to let $\mathbb{F}_{q}(T)_{\infty}$ denote the set of Laurent series in $1 / T$, so elements look like

$$
\sum_{-\infty}^{n} a_{i} T^{i}=a_{n} T^{n}+\ldots+a_{1} T+a_{0}+a_{-1} T^{-1}+a_{-2} T^{-2}+\ldots
$$

$\mathbb{F}_{q}[T]$ very naturally sits inside $\mathbb{F}_{q}(T)_{\infty}$ (polynomials are the Laurent series with no negative powers of $T$ ).
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where $\operatorname{Tr}: \mathbb{F}_{q} \rightarrow \mathbb{F}_{p}$ is the absolute trace ( $p$ being the characteristic of $\mathbb{F}_{q}$ ). As an example, if $q$ is prime then our function becomes

$$
e_{q}\left(\sum_{i=-\infty}^{n} a_{i} T^{i}\right)=e^{2 \pi i\left(a_{-1}\right) / p}
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First, one can easily verify that this function satisfies

$$
e_{q}(X+Y)=e_{q}(X) e_{q}(Y)
$$
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Additionally, a very nice property in this setting is that

$$
\frac{1}{q^{n}} \sum_{\operatorname{deg} X<n} e_{q}\left(\frac{A X}{F}\right)= \begin{cases}1, & \operatorname{deg}(A \bmod F)<\operatorname{deg} F-n \\ 0, & \text { otherwise }\end{cases}
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Together with other properties, $e_{q}(X)$ is familiar enough to adapt tools for dealing with exponential sums over the real numbers.

## Back to prime distribution

Now recall we were talking about the distribution of irreducible polynomials in residue classes,

## Back to prime distribution

Now recall we were talking about the distribution of irreducible polynomials in residue classes, which reduced to a sum of the form

$$
\sum_{\operatorname{deg} X<a} \mu(X) \sum_{\substack{\operatorname{deg} Y<b \\ X Y \equiv A(\bmod F)}} 1
$$

## Back to prime distribution

Now recall we were talking about the distribution of irreducible polynomials in residue classes, which reduced to a sum of the form

$$
\sum_{\operatorname{deg} X<a} \mu(X) \sum_{\substack{\operatorname{deg} Y<b \\ X Y \equiv A(\bmod F)}} 1
$$

Orthogonality now means

$$
\sum_{\operatorname{deg} X<a} \mu(X) \sum_{\substack{\operatorname{deg} Y<b \\ X Y \equiv A(\bmod F)}} 1=\frac{1}{q^{b}} \sum_{\operatorname{deg} Y<\operatorname{deg} F-b} \sum_{\operatorname{deg} X<a} \mu(X) e_{q}\left(\frac{A X^{-1} Y}{F}\right)
$$

## Back to Distribution of Irreducibles

Now recall we were talking about the distribution of irreducible polynomials in residue classes, which reduced to a sum of the form

$$
\sum_{\operatorname{deg} X<a} \mu(X) \sum_{\substack{\operatorname{deg} Y<b \\ X Y \equiv A(\bmod F)}} 1
$$

Orthogonality now means

$$
\sum_{\operatorname{deg} X<a} \mu(X) \sum_{\substack{\operatorname{deg} Y<b \\ X Y \equiv A(\bmod F)}} 1=\frac{1}{q^{b}} \sum_{\operatorname{deg} Y<\operatorname{deg} F-b} \sum_{\operatorname{deg} X<a} \mu(X) e_{q}\left(\frac{A X^{-1} Y}{F}\right)
$$

The specifics don't matter so much, but what is important is that these types of exponential sums have been dealt with before over the integers.
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## Theorem (Sawin and Shusterman)

For $F$ square-free and arbitrary $A$, an upper-bound of $\ll q^{\operatorname{deg} F(31 / 32+\epsilon)}$.
By adapting some methods of Garaev (2010) and Fouvry and Shparlinski (2011), this can be improved.

## Theorem (B.)

For $F$ and $A$ arbitrary, an upper-bound of $\ll q^{\operatorname{deg} F(15 / 16+\epsilon)}$.
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## Best hope for arbitrary modulus (at the moment)?

If one could obtain square-root cancellation

## Best hope for arbitrary modulus (at the moment)?

If one could obtain square-root cancellation

$$
\sum_{\operatorname{deg} X<\operatorname{deg} F} \mu(X) e_{q}\left(\frac{A X^{-1}}{F}\right) \ll q^{\operatorname{deg} F(1 / 2+\epsilon)} .
$$

## Best hope for arbitrary modulus (at the moment)?

If one could obtain square-root cancellation

$$
\sum_{\operatorname{deg} X<\operatorname{deg} F} \mu(X) e_{q}\left(\frac{A X^{-1}}{F}\right) \ll q^{\operatorname{deg} F(1 / 2+\epsilon)} .
$$

then

$$
\pi(n ; F, A) \sim \frac{\pi(n)}{\phi(F)} \text { uniformly for } \operatorname{deg} F<\left(\frac{1}{2}+\frac{1}{6}-\epsilon\right) n .
$$

## Time permitting

We wanted to bound

$$
\frac{1}{q^{b}} \sum_{\operatorname{deg}} \sum_{Y<\operatorname{deg} F-b \operatorname{deg} X<a} \mu(X) e_{q}\left(\frac{A X^{-1} Y}{F}\right)
$$

Expanding using Vaughan's identity yields something like an average over bilinear Kloosterman sums of the form

$$
\sum_{\operatorname{deg} Y<n \operatorname{deg}} \sum_{X_{1}<m_{1}} \sum_{\operatorname{deg}} \alpha_{X_{2}<m_{2}} \beta_{X_{2}} e_{F}\left(A Y X_{1}^{-1} X_{2}^{-1}\right)
$$

Sufficiently strong bounds on these might help.

## Thank you!

